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Design and Analsis of a high speed switching system with two priority
Yo Hoon Hong'- Jin Seek Choi'"- Moon-Seog Jun''"

ABSTRACT

In the rocent priority system, high-priority packet will be served first and low-priority packet will be served when there isn't any
high-priority packet in the system. By the way, even high-priority packel can be blocked by HOL (Head of Line) contention in the input
queueing System. Therefore, the whole switching performance can be improved by serving low-priority packet even though high-priority packet
is blocked. In this paper, we sludy the performance of preemptive priority in an input queueing switch for high speed switch system. The
analysis of this switching system is taken into account of the influence of priotity scheduling and the window scheme for head-ol-line
contention. We derive queue length distribution, delay and maximum throughput for the switching system based on these control schemes.
Because of the service dependencies between inputs, an exact analysis of this switching system is intractable. Consequently, we provide an
approximate analysis based on some independence assumption and the flow conservation rule. We use an equivalent queueing system to estimate
the service capability seen by each imput In case of the preemptive priority policy without considering a window scheme, we extend the
approximation technique used by Chen and Guerin [1] to obtain more accurate results. Moreover, we also propose newly a window scheme that
is appropriate for the preemptive priority switching systemn in view of implernentation and operation. It can improve the total system throughput
and delay performance of low priority packets. We also analyze this window scheme using an equivalent queueing system and compare the
performance results with that without the window scheme. Nurnerical results are compared with simulations,

FIR= QoS, F AR (high speed switching), HOLAM(HOL contention), X2|&(throughput), BEF(window)

1. Introduction concept of computer communication networks. Particularly,

the development of the Internet Packel Switching techno-

The advancement of high-speed semiconductors and op- logies will lead to BISDNs which offer a diversity of services
tical technologies in the past decade has revolutionized the for voice, data and high quality video.

To use the enormous potential of various traffics effici-

T EMEY KIS Th
Tﬁ ﬁ)f]]i% : 7&‘%3{3‘ Eﬂi%ﬂiﬂﬁj_'L# ently, new communications switches have to be developed
R R LT s e o e ) )
BEH S 2000 69 284, AAleks 2001d 94 108 to satisfy the dernands of all classes of traffics. Moreover,
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in order to provide services of differing requirements int a
single network, the switching system should be capable of
controlling the access to the network resources, according
to the quality of service (QoS) demanded by the services.

One of the best methods to satisfy these requirements is
the fast packet switching (FPS) technology based on priority
scheduling. This can be provided with priorities in a swi-
tching system which accommodates, over a single switch
fabric, real-time traffics with stringent delay requirements
and data traffics which are less sensitive to delay. Such a
technology is suitable for mecting the stringent performance
requirements of different traffic tvpes. Moreover, it should
promise an integrated access structure with flexible alloca-
tion of bandwidth, capable of providing a broad range of
future services as well as existing scrvices.

FPS has been extensively studied in the literature. Good
overviews on commonly used structures and available
analysis methods can be found in [2] and [3]. Also, many
papers have been devoted to the analysis of packet switches
integrating a variety of traffics [4, 12]. However, most of
previous analyses on FPSs use approximation techniques for
switches operating with only a single priority class. In a fow
cascs (e.g., [13-15]) where more than one priority class was
introduced, the influence of the swilch structure was not
really taken into account. Although Chen and Guerin [1]
derived the performance of a two-priority input queueing
switch while taking into account of the influence of both
switch structure and different classes of services, some ol
the results in this analysis were derived using a heuristic
method.

Input Queving scheme operates at link speed in input
buffer and switching fabric. Therefore only one packet is
forwarded to an output port and the others are stored in input
buffer. This scheme has following benefits [16].

o Buffer memory bandwidth needs for storing packet is
minimized (same as packet arrival rate of the single
input link)

® Compared with its output buffering. packet loss rate
of the bursty traffic is low.

® The amount of buffer required for processing multicast
traffic is less than output buffering.

Howerver, it has a critical problem that the throughput
will be limited to 58% due to HOL block phenomenon.

Providing QoS is another problem which has to be solved
In input queueing Switch together with Improving Through

put.

With switch architecture of window scheme, the packet
arrived at Input port is stored in arriving sequence order and
packet in w(window size) is randomly transmitted at HOL
location. For this, window scheme stores arriving packet or—
derlv in the input buffer. The stored packet use input buffer
structure selected and read by random order. Maximum w
packet are paricipated in competetion in an input-port and
only one packet can be transmitted to output port [171.

Arbitration of wN packet accomplished by sequential w
degree competetions as follows. HOL packet of each input
quete are participate in first compelelion, and second packet
of input queue unselected are participated in second compe-
tetion. Packet to he transmitted is determined by such a way
without anv conflicts in both input port and output port. By
the way, the transmission order of packet with common
destination in the same Input-port is guaranted and only one
packet 1s seleted In a Input port.

The degrec of freedom of packet-selection (maximum
number of packet can be participated in the competetion per
input-port) is w and random order transmission is possible.
Hence performance is enhanced and reach at 100% in case
of increasing the window size w [18].

In this paper, we propose a new enhanced model for the
preemptive priority packet switch with an input queueing
systern to obtain a more accurate solution. Also, we propose
a new window scheme appropriate for the preemptive
priority packet switch with an input queueing system, which
can improve the total throughput and reduce the packet delay
of low-priority packets. In addition, we approximately ana-
lyze the overall performance of delay and throughput for both
systems. This is done by extending some of the approxi-
mation techniques used in [1] and using an equivalent que-
ueing model. Since the system model proposed in this paper
is explicit for some mathematical manipulation without using
any heuristic assumptions, the rcsults obtained from our
analvsis are more accurate than that of [1].

The remainder of this paper is organized as follows. In
Section 2, we describe the system structure and characterize
the switch operation in terms of high- and low-traffic loads.
Following this description, we proposc gueueing models for
the preemptive priorty packet switch with and without a
window scheme, and briefly outline the method of analysis
in Section 3. In Section 4 we present the derivation of
probability of service seen by low-priority packets in the
head of line (HOL) queue in detail. In Section 5, we obtain
performance measures for low- and high-priority packets
by using an equivalent queveing model. In this Section we



describe computation of packet delay and maximum system
throughput. Finally, in Section 6 we conclude and proposes
possible extensions.

2. System Description

In this section, we describe the operation of an Nx N pre:
emptive priority packet switch having input queues with and
without a window scheme considered. To describe the
operation of the switch, we only focus on one of the input
lines, which is characterized in terms of each priority class.
At each time slot, the following events occur in sequence :
arrival of packets at the input ports, contention among
packets with the same destination when they reach at the
HOL, and finally deparlure of the packets, which win
contention. This contention is completed only when a packet
successfully reaches its destination.

The arrival of each packet type is modeled by an in-
dependent Bernoulli process with Ay and A, giving the
probability of packet arrival for high- and low-priorities,
respectively. The packets queued in input port contend for
their outputs according to the preemptive priority contention
procedure. For example, if high priority packets exist in the
input queue, then they first contend for their outputs without
consideration of low—priority packets at the same port. On
the other hand, low-priority packets have to take care of
the presence of high—priority packets at the same input ports
as well as the their output ports. For example, if a high-
priority packet exists, a low-priority packet in the same
input port loses the chance to contend for its output port.
Although the low-priorily packel can have a chance to con-
tend for its output, it is blocked at the output if there are
high-priority packets coming from other input queues.

Such a preemptive priority policy can be very advan-
tageously used for reducing the delay of high-priority pac-
kets., Nevertheless, a significant problem which must be
solved for this architecture is to ensure that the switch does
not suffer from the limitations of total throughput and delay
of the low-priority packet. Note that, the low-priority packet
i3 prevented from accessing an available output even when
the high—priority packet is blocked due to the problem of
head of line blocking. It limits considerably the chance to
contend for low—priority packets. Therefore, for low-priority
packets, the waiting time in the input queue to participate
the HOL contention due to the high-priority packets is added
to the contention time to access the output port. Conse-
quently, it imits the total throughput up to 0.6, even when
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the uniformly distributed case is considered. In case of uni-
form but geometrically distributed bursty traffic, the maxi-
mum throughput can be further degraded to 0.5 [12].

In order to overcome these deficiencies, we may apply a
window scheme to this preemptive prority input queueing
system. This is a relaxation of the strict priority discipline
of input buffers. high-priority packets at the head of the
input queues contend first for access to their outputs. Low-
priority packets may access their outputs even when high-
priority packets exist at the same input queues, if the high~
pricrity packets are blocked for their output contention.
Consequently, the proposed window scheme can permit a
request (or the low-priority packets to contend for its output
in the linc blocked by a high—priority packet which lost
contention (i.e., the high-priority packets are blocked in this
time slot and outputs are not yet assigned to receive packets
in this time slot.).

The proposed window scheme is implemented in the input
quete as follows. The input queues as well as the HOL
queucs are divided into two independent queneing systems -
one is used for low-priority packets and the other is used
for high priority packets. Particularly, the HOL queue for
high- and low-priority packet type is called the high-priori-
ty HOL queue (H-HOL) and the low-priority HOL queue
(L-HOL), respectively. Moreover, each contention phase is
also divided in two subsequent phases. First one is the
contention phase only for high—priority packets. The second
one is the contention phase for low -priority ones. In the first
phase, only high-priority packets contend for their outputs.
In the second phase, low—priority packets contend for the
output only when the high-priority packet at the H-HOL
is blocked in the first contention phase or the H-HOL is
empty. Since high-priority packets contend for their outputs
only in the first phase, they are not interfered with low-
priorily packets. Since the second phase is used only for
low-priority packets, the low-priority packets are not irter—
fered with the high-priority attempts which are blocked
during the first phase. Moreover, they do not interfere with
the high-priority requests granted during the first phase
because of the difference of the priority level.

As can be seen from the above discussion, at each time
slot low-priority packets can obtain more chance to contend
for packet transmission comparing to that of the pure
preemptive priority scheme. Although it is not truly the same
as the conventional window scherne, it can also improve the
maximum throughput of the switch.

(Figure 1) and (Figure 2) show the HOL queue structure
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and the contending procedure with and without the window
scheme. From now on, we refer to the priority handling proce-
dure without the window scheme as the scheme A and to
the procedure with the window scheme as the scheme B.
In both the schemes, queted packets are served on a FCFS
basis within cach class.

3. SYSTEM MODEL

The switching svstem can be modeled as a system of N
parallel queues (the Input queues) with N feedback servers
(head of line queue) contending for the outputls. Each feed-
back server is modeled as a geometric scrver with an effec—
tive service time distribution which accounts for HOL con-
tention.

Since the state space assoclated with this system incre-
ases rapidly with N, an exact solution is intractable. There-
fore, an approximate approach will be used, which may be
syrmmarized as follows. At first, we separate N independent
queues for each input port. Moreover, the HOL queueing sys-
tems are also divided into two independent HOL systems
for high- and low-priority packets, respectively. (Figure 3)
and (Figure 4) show the queueing model of the overall
system and individual input port. Packets of each HOL are
contending for their outputs according to the conventional
preemptive priority policy. In this HOL queueing model, we
only use the number of packets contending for their outputs
using the state probability of HOL packets at a given slot
according to the contention policy with and without the win-
dow schermne.

The analysis method used in this paper is similar to the
approximation method used in [14]. The analysis is done in
two parls . each HOL service rate, P, is determined as a
function of iy and 4,, and then the individual input queues
modeled by a Geom /Geom /1 queueing system are analy—
zed. In order to obtain P, we first study “virtual” queues
seen by the HOL packet, which are formed by HOL queues
(i.e., the H-HOLs for high-priority packets and 1L-HOLs for
low-priority packets). These virtual queues can be modeled
as a single server queue with geomeltric service time [4].
The service time for this virtual queue is assumed to have
a geometric distribution, which has a different value depen-
ding on the priority class and the HOL contention policy.
Based on the information obtained from these virtual queues
and the law of flow conservation, we derive the equivalent
service probahility for high- and low-priority packets under
some independence and limit assumptions.
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For the high-priority packets, the service probability at
this virtual queue, P, s depends only on the amount of
high-priority packets contending for the same output (called
outpul contention). In this case, the presence of low—priority
packets is transparent to it. Consequently, the average ser—
vice time at H-HOL is directly deduced from the analysis
of the single priority packet switch [4].

On the other hand, to obtain the service probability for
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the Jow-priority packets, P ,, we must consider the presen-
ce of high-priority packets at the input and output ports as
well as the amount of other low-priority packets contending
for the same output port. According to the cell scheduling
at the HOL queue, we classify the service probability into
two © PJL for scheme A and P2, for scheme B. The dif-
ference of these two schemes is only the service probahility
of the low-priority packet when the high-priority packet at
the same port is blocked for its output contention. This effect
is reflected in the difference of P&, and PZ,.

These service probabilities mean how often, on the avera-
ge, packets get served at the HOL queue. From this, we can
approximate each input queue as an independent (Geom,/
Geom /1 queueing system where the service time can be
derived [rom the above virtual queue for the given packet
type. The performance measures for delay and throughput
are then obtained from this equivalent queueing system.

Before starting analysis, we make some assumptions abott
the switch model. The arrival statistic in this queueing model
is assumed such that ithe aggregate traffics of high- and
low-priority packets are mutually independent and unifor-
mly distributed for each destination with Bernoulli rate of
Ay and A, respectively. Furthermore, it is assumed that
successive packet arrivals are independently destined from
those of previous arrivals. As in High Speed Switching, we
alsp assume that packets are of fixed length and the switch
operates synchronously, such that, at each time slot, every
input/out put can receive/transmit one packet. Therefore,
packets are received at different switch input ports and tran-
smitted to different switch output ports in the same time
interval called a slot. Both high- and low-pricrity input queues
are assumed to be infinite and to operale on the FIFO basis.

4. Equivalent Hol Service Probability

In this section, we derive the equivalent service probabhility
at HOL, or service rate, for each priority class. This equival -
ent service rate is a measure of how many slots a packet
takes for the first time for the IHOL position until successful
delivery to its destination. This time can also be viewed as
the packel service time at the virtual queue modeled before.
Ideally, the switch is capable of delivering one packet from
each input at every time slot. However, because of the
presence of high-priority packets at the input queue and the
contention with other packets for the outputs, the HOL
packet typically takes more than one slot to effectively go
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through the switch., More specifically, the successful trans—
mission of each packet requires that the conditions listed

below be met.

(1) For a high priority packet
® it occupies the H-HOL position of input queue.
® it is selected (randomly) among all high-priority pac-
kets contending for the same output.
(2) For a low-priority packet under scheme A
® it occupies the I.-HOL position of input queue.
® A high-priority packet does not exist at the same
input port.
® There are no high-priority packets contending for the
same output port al other input queues.
® it is selected (randomly) among all low—priority pac-
kets contending for the same output.
(3) For a low priority packet under scheme B
® it occupies the L-HOL position of input queue.
® A high-priority packet does not exist at the H-HOL
position, or it has to be blocked in the first contention
phase.
® There are no high-priority packets contending for the
same output at other H-HOL positions.
¢ it is selected (randomly) among all low-priority pac~
kets contending for the same output.

4.1 HOL service probability for high-priority packets
From the point of view of service conditions mentioned
before, the service probability depends only on other high-
priority packets destined for the same output. Consequently,
the virtual queue is modeled as a IIOL queueing system,
which is the same as the HOL system of a conventional
nonblocking packet switch. In [4], the equivalent service rate
at the HOL position is given by
_ 201—Ay) - )

s H 2— Ay
Here, 1/ P, 5 is the expected number of slots which contend
for high-priority packets to go through the switch. Based

on this result, the steady-state probabiliies of queue size
P, is deduced [4]. It is given by

A—w)(1—4y), =0

A—ww'!, i>0 @

P—k=[

where w = A%[2(1—AH)?]. The complete queue length

distribution of high-priority packets is used to compute the
HOL service probability for low-priority packets.

4.2 HOL service probability for low-priority packets

In this subsection, the HOL service probability, P, ; seen
by low-priority packets can be obtained from the same
derivation tool used in [1], with a few modifications.

Comparing to high-priority packets, the service conditions
for low-priority packets are more complicated, which are
listed above. In other words, the computation of P, ; should
take into account of the [ollowing additional properties. First,
the number of packets contending for the same output in
successive slots are correlated since no more than one packet
can be delivered to one output in each slot. Second, at each
input, high-priority packets make the switch unavailable to
low-priority packets for a period of k kconsecutive slots for
scheme A or 1 slot for scheme B, where k is determined
by the duration of a busy period generated by the high-
priority packet at H-TIOL, and 1 slot for scheme B means
the successful transmission time of the high-priority packet.

In the section below, the derivations of P2 and PZ; are
carried out in detail for scheme A and B, independently.
Before starting the analysis, we first define random variables
and notations used for our performance analysis as the
following :

H{  Number of H-HOL packets destine for output j in
slot {

Y : Number of L-HOL packets destined for output j
before contention phase in slot {

L : Number of L -HOL packets destined for output j that
participate output contention in slot 7

@, - Number of L-HOL packets destined for output j that

are not delivered at the end of slot 1.

Since the system normally operates below saturation, the
average low-priority packet throughput 77 per output equ-—
als the inpul arrival rate A, and can be expressed in terms

of H; and L, as

TL=AL=%V E,_."l E[e(L)<(H,)], (3)
where =(x) is the indicator [unction of {*=R,x> (0=} and
‘E(x)=1—<(x). Another quantity of interest is the number
of L~HOL packets that are left over at the end of a contention
phase. Using the fact that all outputs are identical, the
expected value of @ can be related to the expected value
of Y; and the average output throughput T, as



E[QI=NE[Y,]-NT. (4)

We now introduce two additional intermediate variables,
Mand p. At arandom slot, M, 0 = M = N, denotes the num-
ber of L-HOL positions available for low-priority packets,
and gives the probability that an input has a new low-
priority packet waiting to move into an available L-HOL
position. Input ports are excluded from M only if they have
low-priority packets that already attempted to go through
the switch. The quantity is simply the probability that an
input port has a nonempty queue of new low-priority pac—
kets, given that it is among the M available ones. These two
new variables can he related by the flow conservation prin-
ciple of the L-HOL system as follows.

E[(M]p= N &)

This equation states that the total arrival rate must be
equal to the flow into the from non-empty L-HOL positions.
It can also be seen that E[M] is the expected number
of low-priority packets that fail to go through the switch
in a time slot, and is equal to the difference hetween the
total number of L-HOL and E[@]. Consequently, E[M]

can be expressed as
E[M]=N—EI[QL (6)

By substituting (5) and (6) into (4), we obtain as follows :

E[Y,—]=AL+1—% (7)

Consequently, if we can obtain another expression about
E[Y;] in terms of e and offered load, Ay, then o can he

expressed as the offered load. Furthermore, it can be used
to determine Pg .

4.2.1 Scheme A

One may note that in order to obtain E[Y;], we must
know the relationship between E[L;] (the expected number

of L~-HOL packets destined for output j ), and (the expected
number of L-HOL packets contending for output j). For
scheme A, the low-priority packets at L~HOL can contend
for their output only if there are no high-priority packets in
the same input queue. Therefore, E[L;] can be expressed as

E[Li1=E[Yj]- P§, (8)

where Pf'= P.(X5=0) means the probability that there
is no high—priority packet at the input port, which is given

P BHE NS 05 A3FE AL HA X ds 84 799

in (2). Moreover, E[L;] was derived in [14] as

21, — A}

ELL1= 2(1—Ax—A4r) ©

Substituting (8) and (9) into (7), we obtain an expression
involving and known quantities as

24— A%

AL
— 11k (10)
20 —Ay—appE  F I

In order to obtain the desired expression for P;f‘L, we must
use the flow conservation principle of the departure rate at
the L-HOL queue as follows. The mean number of slots
before the service of a fresh L-HOL packet is 1/ P7;. After
a packet is served, the mean number of slots before the
arrival of a fresh L-HOL packet is (1—p)/p. In the steady
state, the sum of these two terms equals the interarrival time

1/A;. of packets at an input port. From this relationship, we

get

1
P,

R . (1D
AL Iy
Using (2), (10), and (11), we now obtain the desired ex-
pression for P2 :
(M= 4t (1= Ag—4z)

A
e W S EI) 12

4.2.2 Scheme B

The main difference between scheme A and B is the HOL
contention capability of low-priority packets. We only derive
this relationship. In scheme A, a high-priority packet can
disrupt the service of low-priority packets at L-HOL for
several consecutive time slots because the high-priority
packet not delivered at the first attempt continues to occupy
the H-HOL position until it is successfully delivered. In
scheme B, however, a high-priority packet dismpts the
service of a low-priority packet only in the time slot of its
successful delivery. Even when high—priority packets exist
in the same input queue, low-priority packets can contend
for their outputs if high—priority packets at the same ports
are blocked during the first contention phase. Therefore, the
low-priority packet at the L-HOL may have more chance
to contend to go through the switch than with scheme A.
Consequently, the relation between the number of low-
priority packets at the L-HOL and the number of low-
priority packets contending for their output becomes
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ElL]=E[Y] - Pf+EIYIQ-P{Y1-P. ), A

where (1—P#)(1—P, ;) means the probability that the
high priority packet exists but it is blocked. By substituting
(13) into (7) and manipulating in the same way as in scheme

A, we have

22— A}
21— Ag— A )1~ PEY1-P, )

A
=;.L1+—7L. (14)

From the flow conservation principle of the L-HOL queue,
we obtain PZ, as follows.
pE 201 -1 —Axg—4L)

5 s : (15)

5. ANALYSIS OF OVERALL PERFORMANCE

In this section, we investigate the overall performance of
the preemptive priority packet switch with and without a
window scheme. We first obtain the delay performance using
a Geom/Geom/1 queueing model [4], and investigate the
maximum throughput achievable by the switching system.

5.1 Queuging Delay

We first analyze the average queue length for high- and
low-priority packets under scheme A and B. They can easily
be obtained using the Geom /Geom /1 queueing model as
follows.

For high-priority packets, since the presence of low-pri-
ority packets is transparent to the performance of high-pri-
ority packets, the queue length distribution is the same as
the single—priority system. Therefore, performance measu -
res for high-priority packets are available from the previous
works on single—priority switches [9] and [4]. In this paper,
we only consider the performance of low-priority packets.

Once P, ;is obtained, the delay performances for low-
priority packets are directly deduced from the standard que-
ueing theory. The reason is that the effect of high-priority
packet preemption is considered in the value of P, ;. Parti-
cularly for scheme A, the presence of high-priority packets
affects the service time of low—priority packet at the same
input port in the following two ways. At first, the high-
priority packet preempts the chance of L-HOL contention,
which increases the service time of a low-priority packet.
Secondly, when low priority packets contend for their out-
puts, the high-priority packet contended from other H~HOL

ports affects the acceptance of the low-priority packet. Both
influences are accounted for the quantity P.%;, which repre-
sents the number of time slots needed before the low—pri-
ority packet can be delivered by the switch.

For scheme B, on the other hand, the presence of a high-
priority packet alfects the low-priority packet only in the
case that a high-priority packet wins HOL contention or the
output is occupicd by the high-priority packet delivered from
other input. These effects are also accounted for the quantity

PE . In addition, the ellect of other low-priority packets
is also considered in the value of PZ;.

Consequently, low and high-priority packets arrive with
independent probability and at each time slot and receive
service independently with a fixed probability P and P2,
per time slot, for low-priority packet under scheme A and
B, respectively, Thereforc, the average queue length for
low-priority packets can directly be obtained from the Geom
/Geom /1 queneing model using P and P, for scheme
A and B, respectivcly.

Based on the values of P/; and PJ, derived above, the
Geom/Geom/1 queneing model can be solved using a
standard queuveing method (e.g., [4]). Therefore, we find that
the generating function G(z) of lhe steady-state queue
length K is

(P = A(1-2+42)
P.(1-D)—A1-P, )z

G(z)= (16)

From the abave equation, we can obtain several quantities
of interest. The first one is the average quete length EI1K]
of low-priority packets,

A (1=24,)
, A ., for scheme A
E[K]1=G (Z)Lz 1= AL(lx_LAL) (17

. lor scheme B
P

The expected delay E[D] can also be directly deduced
from (17) using Little's formula as follows.

4L AL
———, for scheme A

P
A0 (18)

H
Pl

e

. for scheme B

The queve length distribution is also obtained by the
mmversion of the generating function in (16) as

N (1—a)(1-2), 1=0
PrKE=1) { (l—a)(1~Da' d1-a)a™™", i%0 19

where a is given by



4 (1-PA) for echeme A
—————— [or scheme
o= | TERa=aT T (20)

, [lor scheme B
[PE(1-2,)]

The performance results provided by this analysis are
presented in (Figure 5)~ (Figure 7) Particularly, (Figure 5)
shows a comparison of the mean queue lengths and (Figure
6) shows the average delay time under scheme A and B.
(Figure 7) shows the queue length distribution of
low-priority packets in a given traffic condition of 4y 0.2
and A, 0.3 which shows the same trend as (Figure 6). The
accuracy of the analytical results is also shown by providing
the results obtained through computer simulation of several
system configurations. For simplicity, we assumed the
switch size of 64X64 in our simulation.

As shown in these figures, we get good agreements het -
ween analysis and simulation. It indicates that the analysis
techniques used in this paper are valid for the given system.

52 System throughput

We now investigate the maximum throughput of the sys-
tem under scheme A and B. We first obtain a stability crite-
rion which gives the maximum high~ and low-priority loads
that can be simultaneously supported by the system. The
maximum throughput corresponds to the maximum admissi-
ble input load under which the system remains stable. For
high-priority packets, the maxinmm throughput has been li-
mited up to 0.586, the same value as for the single-priority
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switch of Hui and Arthurs [4]. However, the maximum th-
roughput for low-priority packets can be found as an
expression that a system remains stable under the given
arrival rate of high—priority packets. This relation can be
obtained from the parameter e, which was defined as the
probability that there is a new lowpriority packet waiting
to move into an available HOL position. The value of o can
never exceed unity. Therefore, setting p=1 In (10) gives
the maximum throughput of the low-priority packets,

Amax,L(/{H)
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For scheme A, the resultant value of the maximum thro-
ughput is given by

A6y +4—V — 34k + 124% — 164, +8
2[1=4y)
where 0 < iy < 2—V2 = 0.586. This equation gives A

(0)=0.586 and e 2(0.586) =0 which is in good agreement

Amax,L(/lH)z 1)

with the result for single-priority switches. Moreover, this
maximum throughput for low-priorily packets can also be
obtained from the stability condition of the equivalent
queveing system, P, 1=A7, ; These two results are iden-
tical. We shows A/, as a function of Ay in (Figure 8).

Consequently, the total system throughput TZA.(Ag) as
a function of the offered loads can also be obtained from
(21) as follows.

TAQAD < A0 +An 0<dgagam (22

This total system throughput under scheme A is
illustrated in (Figure 9). It can be seen that 71, Starts at
0586 for Ax=0 and increases 10 a maximum of about 0.607
for Ag=0.45 , after which it decreases to reach again 0.586
for  Axy=0.586.

Under scheme B, the maximum achievable throughput of

B

low-priority packets, 7'ms,can be obtained in the same way

as for scheme A. By setting to one, we can get.
TA(Agy=2—iy—V2—i%. (23)

This maximum throughput for low-priority packets can
also be obtained from the stability condition of the equivalent
queueing system, P, z=A1Z ;. The resultant value [or

AZ. . is plotted, together with Az, ., in (Figure 8) as

function of Ag.
The total system throughput T2, under scheme B is
given by

TE GAg) S AL () +3;y 0<ig<0.586 (24

(Figure 9) also shows the total system throughput under-
scheme B. As shown in this figure, the maximum system
throughput of scheme B is much higher than that of scheme
A, because the throughput of the low-priority packets does
not degrade with the traffic load of the high priority packets.

In the recent priority system, High priority packet will be
served first and low priority packet will be served when
there isn’t any higher priority packet(in the system)

---- Scheme A

— Scheme B

o
=

=
]

Stable Region

Offered Low Priority Load

L L 1 . s L} L L L
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Offered High Priority Load

(Figure 8) Offered High Priority Load vs Offered Low
Priority Load
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(Figure 9) Maximum of Low-priority packet as a function
of high priority packet load

By the way, even high priority packet can be blocked by
HOL(Head of Line) conlention in the Input queueing System.

Therefer the whole switching performance can be impro—
ved by serving low priority packet even though high priority
packet is blocked.

This indicates the importance of the service policy not
only in selecting between competing inputs as studied in [1],
but also in arbitrating between packets from the same input



queue, Such a priority window scheme is further extended
to have the maximum throughput up to 1 with @ contention
phases which corresponds to the “windowing system” for
@ w priority classes. Packets with o priority classes are
allowed to contend for the switch sequentially until the first
packet is successfully delivered:

6. Conclusion

In this paper we presented performance results for a
preemptive priority packet switch with and without a win—
dow scheme. The main contribution of the paper is the
derivation of performance measures for low—priority packets
that take into account of the influence of priority scheduling
and window policy for HOL contention.

Moreover, we analyzed this scheme with an equivalent
queueing system for each packet class using an approxi-
mation technique. With the service discipline rule for the
HOL queue, we proposed 1wo methods based on the service
capability of low-priority packets. The first method is the
preemptive priority policy without considering a window
scheme, which is the same as the conventional preemptive
priority policy. The second method is the preemptive priority
policy with a window scheme. This window scheme can
improve the total system throughput and delay performance
of low-priority packets.

In the analysis, we used some new procedures as follows.
At first, we separated the input queue for each priority class.
Second, the HOL queueing systems were also divided into
two independent HOL sysiems for high- and low-priority
packets, respectively. In this HOL queteing model, we only
use the number of packets contending for thelr cutputs using
the state probability of HOL packet at a given slot according
to the contention policy with and without the window scheme.

Although this model characterizes accurately the average
behavior of the IOL queueing system, it neglects the
correlation effect of consecutive time slots. For example,
when the L-HOL contention does not exist at a given time
slot because of nonempty high-prionity packets, it is more
likely to be non-existent in the next time slot, resulting in
mote “bursty” behavior than reflected in the “random server”
model used here. Consequently, a new preemptive priority
policy based on the window scheme would give higher
performance than the results presented here. Therefore,
further works are needed to consider these effects of
correlated and unbalanced input traffics and to derive packet
delay performance for these traffics.
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