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Dynamic Synthesis of Pseudo 2D HMMs for Korean Characters
in Key Character Recognition Tasks
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ABSTRACT

A Korean Hangul character is composed of two or three component letters with a spatial arrangement of
fitting them into a box. Based on the similar composition of letter image templates, we propose a new method
of synthesizing a character image template and then converting it into a PZDHMM in real time. The realtime
models synthesized in this way have been applied to a key character spotting task with additional filler models
and a space model. In the experiment with minimal tuning of design parameters within and across models, we
observed the performance of 89% and 80% for digit and Hangul spotting without a language model with low
rate of false positives and negatives, which confirms that the proposed method is effective for the real time
modeling and spotting of machine printed character patterns. The result of the research can be applied to
content-based retrieval of optical documents.

1. Introduction without sophisticated network architectures like
that of TDNN [1]. As a result, most of the

It is rarely argued against that neural network
is 2 good model for the recognition of machine
printed characters. However, one problem with the
neural network is that the sequential nature of
texts tunning left to right is not well captured

neural network systems with ordinary architectures
assume external segmentation of character blocks
prior to recognition. In this case the overall
system performance is usually limited by the
segmenter’s  perforrmance and quality of the
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segIments,

Another pood tool for modeling sequental
sighal is hidden Markov model or HMM. HMM
is an equally famous tool employed in diverse
areas including speech recognition and on-line
handwriting [2]. The application of HMMs benefit
from the wide range of experience accumulated in
speech recognition and many other fields. Since
characters in texts run sequentially and, mostly,
left to right, the HMM can effectively be used
for modeling the variability of shape and size of
This research is focused on the
application of the HMM methodology in the text

text images.

analysis in 2D optical documnents, and deals with
real time generation of Korean Hangul character
models for spotting key characters in the content
analysis of optical documents.

Printed characters in documents are two-
dimensional. Therefore it is natural to believe that
2D HMMs will be helpful for analyzing 2D
character patterns. Since characters are of two
dimension by nature, it is natural to believe that
2D HMMSs will offer great potential for character
recognition problems. But a fully connected 2D
HMM leads to an algorithm of exponential
complexity [3]. To avoid the problem, the
connectivity of the network has been reduced in
several ways, two among which are Markov
random ficld and its variants [4] and pseudo 2D
HMM [5.6,7]. The latier model is a very simple
and efficient 2D model that retains all of the
useful HMM features. The basic idea of this paper
is about the real time construction of the pseudo
2D HMM for composite Korean characters.

The rest of the paper consists as follows. In
Section 2 we will briefly review the HMM. In
Section 3 the pseudo 2D HMM and its algorithm,
and then a procedure for developing character
models are discussed. Section 4 describes the
additionat models for spotting task. Section 3
presents results from preliminary experiments.
Section 6 concludes the paper.

II. Hidden Markov Model

The hidden Markov model is a doubly
stochastic process that can be described by three
sets of probabilistic parameters as A = (4, B, ),
Given a set of N sgsiates and a set V of
observable symbols, the parameters are formally
defined by [2]:

o Transition probability distribution: A = { ay, =
P =jlgi=91=ij=<N]J
2 j Qi = 1.

¢ Qutput probability distribution: B = { b(v) =
Pu=v|ig=01<i<Nve V)
2 v b = L

e Initial transition probability distribution: =« =
[r=pq=9D1=<i=< N}
2,‘ mo= 1.

The most frequent task with an HMM is the
evaluation of the model matching score given an
input sequence X = x; xz ... xr. It is given by the
likelihood fumction of the sequence generated from
the model

T
P =Y x,b, (x)[[2,..0. 5
g " e (L

Although simple in form, the time requirement
is exponential. With the use of the DP technique,
this can be computed in linear time in T
However when it comes to 2D HMM formutation,
even the DP technique alone is not enough. Cne
research direction is the structural simplification of
the model, and the pseudo 2D HMM is one
solution.

m. Pseudo-20 HMM Construction

3.1 Description

Pseudo 2D HMM in this paper is realized as a
horizontal connection of vertical sub-HMMs (&),
But it is not the only one. The alternative
realization is the vertical connection of horizontal
sub-HMMs as in the work of Xu and Nagy [8).
In order to implement a continnous forward
search method, the former type has been used in
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this research.

Let Xi = x1 Xz ...
sequence like that of X in equation (1). This is
modeled by a sub-HMM , with the likelihood
P(XJ). You may regard each sub-HMM r as a
super-state whose observation is a vertical frame

xs. This is a one-dimension

of pixels.

5
P’r (X, l A‘r, )= 2”?: b‘h (-’C],)H a%—ﬂ: bﬂ: (X_")
7] =2 (2)

Now consider that we are given a bitmap image
which we define as a sequence of such vertical
frames as X = X; Xo ... Xr. Each frame will be
modeled by a super-state or a sub-HMM, Let be
a sequential concatenation of sub-HMMs. Then the
evaluation of given the sample image X is

T
Px 10 =Y B(X)[]a, . P (X)
R pi 3

where it is assumed that super-state process starts

only from the first state. The F. function is the
super-state likelihood. Note that both of the above
equations can be calculated efficiently using the
Viterbi algorithm.

One of the immediate goal of the Viterbi
search is the calculation of the matching
likelihood score between X and an HMM. The
objective function for an HMM 4; is defined by
the maximum likelihood as

5
A(X:’Ak)=mg‘xl;!aq,..q,bq,(xsr) @

where @=@%:A 4s is a sequence of states of

Av, and %as =g A (X, A) is the similarity score
between two sequences of different length. The
basic idea behind the efficiency of DP computa-
tion lies in formulating the expression into a

recursive form

8! (/) =max 8}, (Dagh; (x,)
j=1, .y My, s=1, ., S, k=1, . K )]

g22

where 6;(J} denotes the probability of observing
the partial sequence Xi ... Xy in moedel k along
the best state sequence reaching the state j at

timefstep s. Note that
A(X,,A)=8{(N,) (6)

where N is the final state of the stale sequence.
The above recursion constitutes the DP in the
lower level structure of the P2ZDHMM. The
remaining DP in the upper level of the network
is similatly defined by

T .
D(XvA)=ma-x a"(q’iA(Xr'Ar)
* lr;[ ‘ )]

that can similarly be reformulated into a recursive

form. Here @n» denotes the probability of
transition from supet-states r; to r.. According to
the formulation described thus far, a P2DHMM
adds only one parameter set for super-state
transitions to the conventional HMM parameter
sets.

3.2 Design of Character Models

One of the most important tasks in hidden
Markov modeling is estimating the probabilistic
parameters. For this task it is assumed that we
are given a set of typical samples of character
images X ={ X9, X" of an equal dimension.

The focus of the section is the construction of
the P2DHMM for a Korean Hangul character.
Each character comprised in two or three letters
of phonetic consonants and vowels. The
combination follows a general rule to fit the
letters into a rectangle. There are six types of
combination according to the shape of the vowel
letter (horizontal, vertical, or both) and the
presence of consonant suffix. The proposed
method of model creation is based on the given
set of bitmap images. The overall procedure is
shown in Figure 1, and explained as follows:

(1) Letter segmentation. This step involves
extracting the individual letters of character
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(1) Letter segmentation

h 4

(2) Sample average

h 4

(3) Character compeosition
Overiap letter images

(4) Convert to mesh
P2DHMM

) 4

(4) State merge
{Model Reduction)

Fig. 1 Design of a Character Model

samples in the context of the box enclosing the
character. As illustrated in Figure 1, the letters
are separated while retaining the position with the

| —

Fig. 2 Korean letters separated out from a syllabic
character '§F. From left to right: the initial
consonant, the vowel, and the suffix consonant.
Note that the letter position information is retained.

In its simplest form this step is the most costly
in the proposed method. But the problem can be
avoided by using a bootstrapping strategy or a
little more sophisticated prototyping idea [8).

(2) Average the sample extracts. Now there is
a set of letter samples. First we classify the
samples according to the type of the letter
arrangement pattern of the original character. For
the initial consonant letter there are six types, and

two for each vowel letter. Then, take the sample
average of the set of categorized images pixel by
pixel so that a smooth grayscale-like image is
obtained, Assuming binary samples, the average
intensity of the (i, j)-th pixel is
x =

where Ny is the number of samples whose (i, j)
pixel s black (or white) and N is the total
number of samples. Essentially the training phase
is finished.

(3) Overlap the letter images. From this step
on the process belongs to the decoding or
recognition phase, and is performed in real time.
Here the given task is to spot or recognize a
character. The image template of the character is
synthesized in the image domain by overlapping
the component letter images generated in the
previous step.

-~ =
L =

Fig. 3 Overlapping letter image templates

(4) Conversion to P2DHMM. Given a character
image, it is straightforward to construct a
P2DHMM. First assign a state to every pixel with
the output probability being the intensity value.
Then the states are linked according to the
topological constraint of P2DHMM: vertical
sub-state transition, and then horizontal transition
between super-states. Note that all the transition
probabilities are one without self-transitions. There
is no space-warping in the current model.

(5) State merge. When two or more successive
states are similar in the output probability (gray
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scale), they are replaced with a new node with a
modified output probability

Xij =W Xy W R,

where w; is the weight as a function of the
duration in the state i. The state similarity is
measured by the output probability of the states. In
the case of super-states, the distance measure is
d(x,nk)=|x—n,|a
where « €R If a =
dissimilarity in the least square sense. Then we

2, then this measures the

estimate the transition probability similarly, or the
whole transition parameter set may be replaced by
state duration probabilities.

M. Keyword Spotting Model

For keyword spotting task, we developed two
more types of P2DHMMs in addition to key
character models, and then combined then into a
network model continucus decoding of input
streams.

4.1 Filler model

In keyword spotting task, a filler comresponds to
any non-key characters. In this paper the filler is
defined as the model for all characters including
the key characters. For Tbetter thresholding
capability in Korean Hangul characters, we
defined six fillers, one for each of the six
character composition types. Figure 3 shows the
filler images before conversion to P2DHMMs.

M d s ENE

Fig. 4 Bitmap images for filler models.

4.2 Space modsl

The region excluding the text is white space.
The white space will be limited to the white
frames between characters. It is modeled with a
small number of nodes. Actually the state merge
step reduced the nodes to one or two most of the
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time in practice.

4.3 Spotting natwork

For character spotting task we have designed a
network-based transcription model. It is a circular
digraph with a backward link via the space model
so that it can model arbitrary long sequence of
non-key as well as key patterns. Given such a
network, an input sequence of will be aligned to
every possible path circulating the network. Ome
circulation is called a level. An ! level path
hypothesis represents a string of [ characters [9)].
The result is retrieved from the best hypothesis.

: Keyword

[y

White
space

Fig. 5 Circular network of P2DHMMSs for spotting
multiple keywords.

4.4 Search method

The spotter network models a small set of key
patterns and used to locate them while ignoring
the rest of the words of no interest. One efficient
search is the one stage DP. For the continuous
spotting with forward scanming, however, we
applied a modified form of two-level DP; this
performs a single forward pass consisting of
alternating partial forward search and output. The
time requirement for the two-level DP is ONT)
where N is the total number of states or nodes,
and 7 is the number of vertical frames in a line
[10]. In the proposed method, this is reduced to
O(Nw|T) where |w| is the horizontal length or the
number of vertical frames per character.

V. Experiments

5.1 Digit recognition
The proposed method of character spotting has
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been tested first on digit string recognition;
recognition corresponds to spotting all characters.
Training sets include 20 character samples per
class. The average images derived from the sets
were further smoothed to accommodate unknown
variants including noise. Test sets were prepared
from another set of text images allowing a
limited degree of skewing in the data scanning
stage. A digit test image is a string of 10 digits
in arbitrary order. In this test as well as the
Hangul character experiment to follow, we
introduced a new set of features that capture the
vertical derivatives of the image (ie, 4=1I«x, y)
- Ix, y1) € {0, 1, -1}) as the second codebook
of P2DHMM, and employed the relative entropy
measure for deciding state merge [11].

The result of the test is shown in Table 1. The
figure is essentially a confusion matrix that shows
the rates of data-conditional misclassification, i.e.,
the ratios of which data is recognized to which
class. Most of the confusion errors are located in
the foreground triangular sections of the matrix.
According to the figure 36.8% of the errors came
from samples of nine, The overall recognition rate
is 88.9% with 180 samples.

Table 1. Confusion matrix from digit recognition test

Model

0|1(2|3|4|5|6|7|8]|69

0 0f18|0 0100|0000
1{1|lo|18loiolo|lo|o]|o]loo
2|2j010j14|3(0]|0]|0l0]|01
3/3/oj0o|2|16(0|0|0i0]00
input| 4 |4 |0o|o|o|ofislofo|0|00
daa| 5 | 5|(0|0|2]|0|0|16|0]|0] 00
6|6l0joloflo|lo]|1]|16/0 01
717]0l0|1|loflo]jolol17]|00
g8 0|o|t|lo]lojojo]|o|n7
gflelo|lo|o|1]|o]1|3]0]112

Figure 6 shows sample images used for the
experiment. We took an average for each
character class and created a P2DHMM. In the

case of filler modeling, we do not need to
prepare an additional set of samples; rather we
computed the average of the entire set for a filler
model.

0123456789

Fig. 6 Digit sample images used in training and testing.

5.2 Hangul character spotting

One significant characteristic of Korean text is
that there are no natural italic fonts. And there
are not so many fonts as in Latin alphabets,
These observations justify the use of simple
image-based models as proposed in the paper. A
limited test has been performed in the context of
10 point (Myongjo font) character images scanned
in 200dpi resolution. The letter models were
created from the hand-segmented letter images.
Instead of manually preparing a large set of
segiments, a single image was chosen and blurred
by Gaussian filter with the radius of two pixels.
Refer to individual letters in Figure 8. The most
frequently used 97 character classes were used in
character (not word) spotting task. The character
set constitutes approximately the half of the test
text. The search process uses a two-level DP with
a modification to the level processing so that a
continuous  forward output stream can  be
produced.

The test result has been analyzed in terms of
correct  spotting(H), false positives(P) and false
negatives{N). The overall spotting performance
was 797 percent as shown in Table 1. But the
rather high rate of failures remains to be explored
further. For a detailed investigation, we provided
a character type hits and failures in the table.
The character type Type I ~ VI corresponds to
the six different arrangement (also called
*clusters”) of Hangul vowels and consonants. Here
the type hit means that the type of the character
is correct regardless of the correctness of the
label.
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Table 2. Korean Hangul character spotting results. (H = the number of hits, P = the number of false positives, and N = the

number of false negatives)

Correct hits False positives False negatives
H H H # Classes Remarks
[H+P+N] [H+P+I\'-] {H+P+N‘)

Overalt 79.7% 109% 9.4% 97 Character spotting
Type T 50.9% 0.0% 9.1% 20
Type 11 91.7% 83% 0.0% 22
Type IO 81.3% 12.5% 6.3% 17 Type
Type IV 88.9% 11.1% 0.0% 18 spotting
Type V 80.0% 0.0% 20.0% 19
Type VI 87.5% 0.0% 12.5% 11

Figure 7 shows a sample result containing
spotted characters with enclosing boxes and labels.
Although not marked in the figure, all the
characters are correctly transcribed into either key
labels or appropriate filler types.

Although not necessary for the consistent
description of the paper, some examples of
synthetic character images are provided in Figure
8 o help readers’ understanding. They were
prepared by composing individual letter images
which had been averaged over a collection of
type (of Hangul character composition) deperdent
samples and then smoothed using a Gaussian
filter. For the vowel images in the middle image,
we divided "1’ and -’ into two classes
according to shape of the first consonants and the
final consonants respectively. Compare the length
of the vertical strokes of the two basic vowel
letter 1" in the second and the third characters.
Note also that the final consonant in the last
image is not correctly aligned vertically with the
vowel.

According to the test results, we have found
one interesting case of failures that cannot be
easily resolved under the cument P2DHMM
architecture. The case is illustrated in Figure 9
where the two images are potentially very similar
when analyzed in vertical frame basis. This may
be resolved simply by introducing state or model
duration parameters.
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Fig. 7 A sample result of spotting two characters.

7} =

Fig. 8 Compound characters composed of several
CORSONANIS

af

Fig. @ Two characters similar in the context of P2DHMM
and vertical frames.

Vl. Conclusion

Using a set of letter image templates, a very
effective method is presented for real time
synthesis of key character P2DHMMs. The
method is based on the principle of composing
Hangul syllable characters. The composition itself
is wvery efficient and its conversion to &
P2DHMM is highly intuitive considering that we
are dealing with machine printed character images.
With experimental results form the application to
key character spotting tasks, we consider that the
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feasibility is confirmed and the future refined
system would work to meet our demand for the
application to conient-based document image
indexing and retrieval. Currently the only point of
simplification has been the equal dimension of the
sample character bitmaps. Alleviation of this
constraint is one of the immediate future works

on our research goal.
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