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Abstract For real time services of multimedia applications, storage systems should provide data
without degrading their performance. Since it is very important to recover data immediately at a disk
failure, the disk recovery system is required. This paper presents a hybrid recovery scheme which
prevents degraded the performance on a single disk failure at RAID level 5 architecture until the failed
disk is replaced with a new disk. The proposed scheme is very economical compared to previous spare
disk schemes because it does not use extra disks. The performance of the proposed scheme is
evaluated and analyzed with that of the RAID level 5 for various requested sizes through the
simulation. The results show that the performance of the proposed scheme is improved up to 20
percents at the failure mode and 80 percents at the reconfigured mode. After a multimedia server
system has been built with a RAID controller and hard disks, the data recovery performance of the
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propose scheme are compared with the results of simulation.

1. Introduction

The high speed networks enable to transfer
multimedia data such as audio and video. For
multimedia applications such as VOD systems and
multimedia database systems, disk arrays are used to
store and retrieve multimedia data.

Redundant
characteristics, incorporating a layer of error handling

disk arrays have fault tolerant

which does not found in non-redundant disk systems
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[1]. Recovery from errors is complex because the
disk array may reach to the large number of
states[2]. RAID level
provides reliability using the data protection scheme

erroneous 5 architecture
based on parity and it improves performance using
the block interleaving scheme by smaller additional
costs[3]. The primary weakness of RAID level 4 is to
over—utilize by writing the parity disk. RAID level 5
overcomes this problem by distributing parity blocks
across all of the member disks. Thus all member
disks contain data blocks and parity blocks. RAID-5
spreads parity blocks for each stripe unit in
successive different locations. Both data blocks and
parity blocks are evenly distributed throughout the

array. A variety of strategies exist to evenly
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distribute data blocks and parity blocks[4]. The more
the number of disks on a system increases, the more
the probability of fault increases. RAID is a set of
disks with redundancy to protect against data loss.
Therefore, data should be recovered from a single
disk drive crash in disk array systems. But if rapid
restoration can not be supported, severe degradation
of performance could be resulted from doubling the
access rate to survived disks until the crashed disk is
replaced with a new disk. It is important that single
disk failures are expected to be relatively frequent in
RAID systems[5]. RAID level 1, disk mirroring, is a
traditional approach to improve reliability, but calls
for using more than 50% of storage capacity[1]. This
is the most expensive option since all disks are
duplicated[1].

Since multimedia applications do not require a
complete data backup, RAID-5 is used to write and
retrieve multimedia data by real time. For RAID-5, it
is necessary to reconstruct data from a single disk
failure in a RAID system. Several spare schemes are
proposed to reconstruct data from the failed disk. But
they use additional redundant disks and show low
performance. An efficient scheme is proposed to
reconstruct data without using any redundant disks.

In Section 2, the previous related researches and
strategies are discussed to rebuild a failed disk. In
Section 3, the hybrid data recovery scheme is
proposed. Section 4 and 5 present simulated system
and experiment results respectively. Section 6

provides some concluding remarks.

2. Related Researches

Hot stand-by disks are used to recover a failed
disk immediately by adding usable area in disk
arrays. They automatically rebuild data of the failed
disk on the stand-by disk from the redundant
information on the survived disks. One of these
simple schemes is hot sparing scheme, which is
locked on state of not being used during normal
operation until failed disk appeared[1]. In a system
with n disks, only n-1 disks are utilized during
normal operation. Fig. 1 shows the hot sparing

scheme, where each column corresponds to a disk and

each row corresponds to the data layout for a track
on the disks.
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Fig. 1 Hot sparing scheme

Distributed sparing scheme uses the spare space
on the disks as a part of workload processing. The
spare space is distributed on all disks in the array
with stored data and parity instead of locating it on
a separate disk. Distributed spare space on the disks
permits recovering data from a disk failure with no
interruption of data availability. Fig. 2 shows spare
blocks of the distributed sparing scheme. Compared to
the hot sparing scheme, this scheme uses all the disks
in the array during normal operation and raises the
response time. Thomasian has analyzed the
performance of RAID-5 with distributed sparing inthe
normal mode, the degraded mode, and the rebuild
mode in and OLTP environment, which implies small
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Fig. 2 Distributed sparing scheme
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reads and writes[6].

Parity sparing scheme uses the spare space on the
disks as a part of secondary parity disk and it can
reduce the parity group length, which means the
number of disks in a parity group. When one disk
failure is detected, the parity blocks of two groups are
merged to get a single larger parity. This scheme can
reduce the parity group length by making effective
use of the spare space during normal operation. Small
size of parity group length is more efficient to
construct parity blocks during normal operation and
shows better performance in transaction processing
applications. Compared to the RAID-5, all survived
disks are used to reconstruct the data on a failed disk,
if one of the disks fails. Therefore, these survived disks
increase a load of 100% during a failure mode. Fig. 3
shows block locations of the parity sparing scheme.

disk disk disk disk disk disk
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Fig. 3 Parity sparing scheme

Several disk rebuild strategies for disk arrays are
discussed by Muntz and Lui in 1990(5]. They propose
three disk rebuild strategies termed as baseline copy
procedure, rebuild with redirection of reads and
piggy-backing rebuild. The baseline copy procedure
simply sequentially reads blocks from the survived
disks by reconstructing and writes them to the
standby disk. The rebuild with redirection of reads is
supported by reading the data from the spare disk
rather than reconstructing the data from the survived
disks piggy-backing
reconstructed due to a read request that was issued

again. The rebuild is

as part of the normal workload. Fig. 4 shows the
rebuild with redirection of reads and piggy-backing

rebuild strategies.

D

Lrecnnstructed data

D D|ID[D]|P|S

(a) Rebuild with redirection of reads

| Piggy-
backing

D DID[D]|P|S

(b) Piggy-backing rebuild on normal workloads
Fig. 4 Disk rebuild strategies

These strategies are used to reduce the load of
survived disks in an disk array with a failed disk.
Since a single disk failure is expected to be relatively
frequent in disk arrays, these sparing schemes are
required to have additional redundant disks. Therefore
expensive cost should be supported to disk array
systems. This is a great drawback in inexpensive
disks array systems. A cost-effective architecture is
proposed to increase the performance significantly for

a single disk failure.

3. Hybrid Recovery Scheme

Sparing disk schemes are very effective on single
disk failures but these schemes require additional
disks to maintain each array size. A cost effective
without

architecture degrading performance is
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proposed when a single disk failure occurs at the
RAID level 5 architecture. The file processing time of
the hybrid recovery scheme is evaluated on various
transaction file sizes with redirection of reads and
piggy-backing rebuild strategies.

When a disk is failed, the hybrid recovery scheme
uses the parity blocks as recovery blocks instead of
using a spare disk illustrated in Fig. 5. It reconfigures
data faster than sparing disk schemes do. The
operation of the hybrid recovery scheme is described
in five spare operation modes categorized by Menon
and Matterson[7].
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Fig. 5 Hybrid recovery scheme

3.1 Normal Mode

During the normal mode operation, the hybrid
recovery scheme operates the same as a RAID level
5. The

protection,

RAID system works the parity-based
which
operations. Fig. 6 shows read and write request

is operated by exclusive-OR

operations on one parity group on the normal mode.
In Fig. 6, D means a data block and P/S means a
hybrid block.

3.2 Failure Mode

When a read request on failed blocks is supported,
only one unit of access time for hybrid blocks is
added to access operation for disk arrays using the
piggy-backing rebuild. But this operation can help to
reduce the load time of the survived disks in
diskarrays during the reconstruction mode. When a

write operation is requested on a failed block, only

D|ID]|D]|DY]D/{es

(a) Read request

new data

old data J new
old parity

parity —‘
D|ID|D|DJ|Df|es

(b) Write request

Fig. 6 Normal-mode operation

one unitof access time is needed for a hybrid block. In
RAID level 5, the first unit of access time is needed
on survived disks to obtain an old data and then the
second unit of access time is needed on a parity block
to write the new parity data. Fig. 7 illustrates various
operations on the failure-mode.

D

Piggy-
backing

DMD DI D |vrs

(a) Read request with piggy-backing
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new data

DND DD {rs

(b) Write request

]

D D|(D|D|P

(c) Read request in RAID-5

new data
old <
data
new
parity
D D|D|D]P

(d) Write request in RAID-5
Fig. 7 Various operations on the failure-mode

3.3 Reconstruction Mode

For the hybrid recovery scheme, parity blocks in
RAID level 5 is converted to spare space as
distributed sparing scheme on a single disk failure.
Fig. 8(a) shows reconstructing procedure on a data
block in parity group when a single disk fails. Fig.

8(a) is similar to the hot sparing scheme and the
distributed sparing scheme. And Fig. 8(b) shows
reconstructing procedure on a parity block in parity
group when a single disk fails. No operation is
occurred, while the distributed sparing scheme
reconstructs a parity block in a parity group on a

spare space.

reconstructed
data

D | ps

HOIE

(a) Reconstruction to the parity group

> A

(b) No reconstruction by parity group failure

DI{D|D]|D

Fig. 8 Reconstruction-mode operation

D
A

“reconstructed data-l

DMD D|D|ers

Fig. 9 Read request on the reconfigured—mode

operation

3.4 Reconfigured Mode
After the
reconstructing data on the

process finishes
failed disk, the
reconfigured mode is executed when a new spare is

reconstruction

brought into the system to replace the failed disk. In
Fig. 7(c), RAID level 5 requires multiple reads to the



680 AR A=A A28 L o] A 27 # A 7 Z(0007)

survived disks in the same array each time. In the
worst case, this can double the access time to the
survived disks[5]. But, the hybrid recovery scheme
has a good response time on a workload. Fig. 9 shows
a read request on a failed block in the reconfigured
mode operation.

3.5 Restoration Mode

After replacing a failed disk with a good disk to
return the normal mode, data and parity in disks are
reallocated to restore on a new disk. Fig. 10(a) shows
the restoration process for a failed data block in a
parity group. The first unit of access time is required
on survived disks to reconstruct parity blocks. The
second unit of access time is required to restore data
on a new disk and write back to save reconstructed
parity on hybrid blocks. Fig. 10(b) shows restoration
process for a failed parity block in a parity group.
The process is the same as restoration process In
RAID-5.

4. Simulation and Performance Evaluation

4.1 Simulation

An analytical model to simulate the hybrid
recovery scheme is implemented by the discrete event
simulation library(SMPL) based on C language[8].
Table 1 shows parameters of the disk array
simulation. Disk parameters are based on a Quantum
Atlas XP34300S SCSI 4GB disk drive. As
input/output data, large multimedia data are used. To
improve the performance in a-disk array system
means to reduce the response time or to increase the
throughput[9]. Comparing with RAID level 5, the
performance rate is measured on a single disk failure.
In Equation (1), performance rate is obtained from

speedup model.

Speedup = Processing Timelold) / Processing Time(new) (1)

Table 1 Disk Parameters

restoration
data

reconstructed
parity

D|D|D|D

D P/S

(a) Restoring data and parity blocks

restoration
parity

D|{D|DY{D|D}es

(b) Restoring to parity blocks

Fig. 10 Restoration-mode operation

cylinders per disk 3.832
tracks per cylinder 20
sectors per track 110
bytes per sectors 512
disk capacity 4GB
revolution time 8.33ms
single cylinder seek time 1.0ms
average seek time 8.5ms
max stroke seek time 18ms
Rotational Speed 7.200rpm

Simulation for the disk array is constructed with six
disks and parity blocks are allocated by the
left-symmetric parity distribution method{9]. The
left-symmetric placement is derived by left rotations
of entire parity stripes from the RAID level 4
placement. The left-symmetric placement shows the
best performance at RAID level 5. With the nonlinear
model, seek times are calculated by Equation 2[4].

0 if x=0
seekTime(x) = 2
N x—1+bx—D+c x>0
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When x is the seek distance in cylinders and g, b
and ¢ are chosen to satisfy the minimum seek time,
average seek time and maximum stroke seek time
constraints. If cylinders per disk are greater than
approximately 200, a, b and ¢ can be approximated
using the following equations.

a={— 10MinSeck+ 15AvgSeck— 5MaxSeek) | (3V NumCyl) (8]
b= (7MinSeek— 15 AvgSeck-+ 8MaxSeek) [ (3NumCyl) (4)

c= MinSeck = Single cylinder seek time (5)

For the disk parameters of Table 1, a = 0.1481, b
= 01265 and ¢ = 1 are used.

4.2 Performance Evaluation

The performance of the hybrid recovery scheme is
analyzed by the analytical simulation model. It is
assumed that a seek cost function is nonlinear and
disks in a parity group are synchronized. Normal
requests are assumed that read requests are 70%
probability and write requests are 30% probability.
Requests are assumed to arrive with an exponential
distribution.

In the normal operation, response times are equal
to RAID level 5 since the hybrid scheme uses the
same size as parity group of RAID level 5. File
processing times, during the failure operation, are
shown in Fig. 11. Fig. 11 illustrates file processing
times at the failure mode. Since the reliability of the
disk array is quite dependent on the reconstruction
time[10],

rebuilding strategies with redirection of reads and

the hybrid recovery scheme employs

piggy-backing rebuild strategies. In the failure mode
operation, the hybrid recovery scheme has less file
processing time than RAID-5. The processing time on
performance is more pronounced at higher loads.
RAID level 5 does not operate in the reconstruction
mode because there are no spare space for
reconstruction. In the hybrid recovery scheme, parity
blocks in RAID-5 are converted to spare spaces as
distributed sparing scheme on a single disk failure.
After the process finishes
reconstructing data for the failed disk, the hybrid

recovery scheme has better performance than the

reconstruction

RAID-5 architecture shown in Fig. 12. Because of

request redirection, normal requests to already
reconstructed data on a hybrid block get serviced

quicker than the RAID-5 architecture.
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Fig. 11 File processing times during failure-mode

Larger transaction files in simulation are used in
reconstructing data from the failed disk. At RAID
level 5, it requires several access to reconstruct data
from the survived disks. Hence, converted spare disk
with hybrid blocks is very useful on a single disk
failure. Since the reliability of the disk array is quite

dependent on the reconstruction time, a single disk
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Fig. 12 File processing time during reconfigured-

mode
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failure incurs worse performance in the disk array

system if the replacement time is long[11].

5. Experiment with a VOD System

A VOD system with a disk array is designed to
A RAID

controller implements a linear address space. The

evaluate the hybrid recovery scheme.

array is appeared to the host as a linear sequence of
data units, numbered from 0 to N - B-1, where N is
the number of disks in the array and B is the number
of units of user data on a disk. The RAID controller
linear addresses into

translates physical disk

locations.

Frr

Pentium |
{66MHy | Linux OS

480MB/S

Control
Logic

e Device Driver in Kernel

AMI MegaRAID
Ultra PCT SCSE

{Data flow)

RAID RACK

40MB/S

1
DISK
2

Fig. 13 VOD system for the hybrid
scheme

recovery

User data is striped to consecutive units across the
disks of the array. The striping unit size can be
theoretically as small as a single bit, byte, or as large
as an entire disk.

Fig. 13 shows a block diagram of the VOD system
implemented the hybrid recovery scheme using a
RAID controller. PCI MegaRAID Ultra SCSI from
American Megatrends is used for the disk array
controller and LPS270S SCSI hard disks by
QUANTUM. The RAID controller BIOS is configured
for each experiment.

To remove the measurement errors, experiments
are executed three times and averaged the measured
results. Read requests between 64KB and 512KB are

used. Fig. 14 shows file processing time during the
failure mode when a 500MB MPEG file is read
completely during reconfigured mode with various
striping unit sizes. In IFig. 14(a) file processing time of
RAID 5 is

performance compared with that of hybrid recovery

rapidly  increased and degraded
scheme in Fig. 14(b) as the request size and the

striping unit size are increased.
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Fig. 14 File processing time

Most

striping unit for

request larged
and buffer
management policies[12). To achieve load balance in

multimedia applications

storage systems

concurrent workloads, the striping units size and the
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request size are required to increase as the
concurrency is increased. For these reasons, it is very
important to recover data immediately at a single disk
failure for real time multimedia applications such as

VOD systems, multimedia databases and etc.

6. Conclusions

The RAID-5 architecture is very effective, but on
a failed disk, it shows very slow response because of
reconstruction process every access.

The hybrid recovery scheme has spare spaces,
which provide for reconstructing the failed data
during the reconstruction process without additional
redundant disks. It's performance is evaluated in
various transaction file sizes with rebuild strategies.
The results show that the performance of the hybrid
recovery scheme shows up to 20 percents at failure
mode and 80 percents at reconfigured-mode compared
with RAID-5 architecture.

The VOD system implemented on the hybrid
recovery system shows that the performance has
improved as the request size and the striping unit size

are increased.
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