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Abstract

Head-eye calibration is a process for estimating the unknown orientation and position of a camera
with respect to a mobile platform, such as a robot wrist. We present a new head-eye calibration
technique which can be applied for platforms with rather limited motion capability. In particular, the
proposed calibration technique can be applied to find the relative orientation of a camera mounted
on a linear translation platform which does not have rotation capability. The algorithm find the
rotation using a calibration data obtained from pure translation of a camera along two different axes.
We have derived a calibration algorithm exploiting the rectification technique in such a way that the
rectified images should satisfy the epipolar constraint. We present the calibration procedure for both
the rotation and the translation components of a camera relative to the platform coordinates. The

efficacy of the algorithm is demonstrated through simulations and real experiments.
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I .Introduction

In recent years, there have been increasing
interests for building active vision platforms
where the pose of cameras can be carefully
controlled by mechanical means such as robot
wrist, a combination of rotary and translational

13412 Ajthough the purpose of these

units, etc
platforms may vary from one to another, most
of these platforms are aimed at providing

images for the recovery of 3-D information
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through stereo or motion analysis. In order to
exploit multiple images obtained by one of such
platforms, it is generally required to have the
information on the relative camera geometry
among the images taken at a number of
different temporal instances. For instance, if the
role of the active vision platform were to
provide images for a multiple baseline stereo

“1], the relative orientation and the

algorithm
baseline should be known between each pair of
images. When cameras are attached rigidly to a
fixed platform, the geometric relationship among
cameras can be determined using a camera
calibration applied to each camera separately. In
active vision platforms, however, where the
pose of a camera is changed frequently through
controlled motion, the repetitive calibration for
each camera location may not be feasible at all
in practical situations.

Head-eye calibration is a process for
estimating the unknown orientation and position
of a camera with respect to a mobile platform,
such as a robot wrist, where the calibration is
typically performed using data obtained from
Once the

head-eye calibration is performed, the position

controlled known camera motions.

and the orientation at the new camera location
can be determined easily by accessing the
reading of each mechanical unit
the

repeatedly. Several researchers have proposed

positional

without performing camera calibration

techniques  possessing
[8101516]  [pace

calibration techniques require data set collected

head-eye calibration

reasonable calibration accuracy

from either i) rotations of the camera along at
least two different rotation axes, or ii) pure
of the
orthogonal axes. When a camera is attached to

translations camera along three
a robot wrist or a camera head with sufficient
degrees of freedom, such data set can be
gathered without any difficulty.

However, there have been numerous active

A5 o] 8% d=-obo] BA 7Y
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vision platforms that have limited motion
capability. For instance, a linear platform only
with

widely used for active stereo vision, where a

lateral translation capability has been
camera is typically mounted on the platform so
that optical axis of the camera remain parallel
BAN - Another practical

stereo imaging platform is a combination of an

through the camera motion

X-Y stage and a camera mounted on a vertical
bar, arranged in such a manner that the camera
views the work area on the X-Y stage. Here,
stereo images can be taken by placing target
objects on the top of the X-Y stage and by
the

platforms, while the relative orientation between

moving stage appropriately. In these

the two cameras (or two camera positions) can

be estimated using either a camera calibration

U618 applied separately to each camera,

[6,7]

procedure

or a self-calibration technique™”, without

head-eye calibration, the relative orientation
between the translation axis and the camera
cannot be known. In such a case, in order to
recover the relative geometry among cameras,
the camera calibration procedure should be
location
if the

relative orientation of the camera and the

applied repeatedly at each camera

during the camera motion. However,

platform is measured using a head-eye
calibration procedure, the relative geometry
between different camera positions can be
computed without performing the camera

calibration procedure repetitively.

In this paper, we present a new flexible
calibration technique using image
In this the

rotation between the camera and the platform

head-eye

rectification. algorithm, relative

coordinates is determined using data set

obtained from pure translations of the camera
along the axes of the platform. The rotation

part is sufficient for calibrating a linear

platform which has translation capability only.

For a platform equipped with additional rotary
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units, the translation part should be computed
also. In such a case, once the rotation matrix is
computed, the translation vector can be found
image data obtained by rotating the
this  paper,

procedures for determining both the rotation

from

camera. In we present linear
matrix and the translation vector.
The proposed algorithm differs from previous

U131 4h that while previous

translation methods
methods compute the rotation matrix using
three noncoplanar translational motions, our
algorithm computes the rotation from just two
coplanar translations. To see the significance of
the coplanarity condition, consider the calibration
problem of a stereo system with adjustable
baseline mounted on a mobile robot. While it is
easy to move the vision system on a flat and
a special

possibly ruled surface accurately,

z-platform would be required to move it
vertically. Similar argument can be advanced
the X-Y

Considering that there are growing interests on

for platform using an stage.
implementing practical 3-D vision systems, a
calibration procedure with fewer restrictions will
be of practical importance.

While the current algorithm is developed for
the calibration of a platform with fewer degrees
of freedom, it can be applied to general
head-eye calibration problem. In this paper, we
present the experimental results using both

simulation and real data set.

0. Backgrounds

1. Head-eye calibration

Consider a camera mounted rigidly on a
platform, where the camera motion can be
controlled. Let X, and X, and X% and x5 p
be the 3-D homogeneous coordinates of the
camera and the mount (or robot wrist), before

and after a known, controlled movement T,

ie, x’= T, x% We will denote the rotation

=k
B

(457)
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and the translation parts of T, as R, and

t, , and so on, ie, Ta=( IS" lt") . Also, in

this paper, symbols defined in homogeneous

coordinates system will be denoted using a
tilde.

Head-eye calibration is a process for

the unknown transformation T

between the mount and the camera using a set

estimating

of geometric data obtained from the images
taken at several camera locations. Fig. 1 depicts
the relationships among various transformations.
located on

With a calibration object some

it is possible to recover the

and T,

reference frame,
relative transformation T, at each

camera position using a camera calibration
(618 Head-eye calibration is to find
T, and T

Using the geometric relationships among the

procedure

the unknown T from known T,

coordinates, it can be shown that T is the

solution of

T T=T714 ey

where T'= T, 1,” U517 1t s also possible to

combine head-eye and camera calibration

procedures so that the intrinsic parameters of

the camera need not be calibrated in advance.
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Fig. 1. Relationships among various transformations.
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Closed-form solution procedures for (1) have
been developed by several researchers, which
are both efficient and reasonably accurate. It
can be shown that Eq.(1) alone is not sufficient
RinT

uniquely, and thus an additional 3-D data set
R[15,17]

to determine the rotation component

(and) is necessary to compute a unique
The solution procedures require that, in order

for R to become uniquely solvable, the rotation
axes of the rotation matrix in T,, T, and T,
must not be collinear. This means that the
camera platform should possess at least two
degrees of rotational freedom.

When the

translation (i.e, R, =1), it can be shown that

camera motion is a pure

the translation part of (1) becomes

Rtﬂﬂ: tg_ ta, (2)

and thus, it is possible to estimate R from a
pure translation. Exploiting this property, linear
solution procedures to (2) have been proposed
using three noncoplanar translationsm’lsl.

In summary, the previous head-eye calibration
techniques can be applied only to a platform
least two degrees of
three of

translational freedom. In Section III, we present

which has either at

rotational  freedom, or degrees

a linear solution procedure using image

rectification and show that a unique R can be

determined from two coplanar translations.

2. Image rectification

Rectification is an operation for enforcing that
epipolar lines on a stereo image pair become
parallel to image rows?®, It is well known that
when two cameras are arranged in parallel
optic axis geometry, then there are no vertical

disparities between corresponding points[5].
When the optic axes of two cameras are not
parallel, if the relative geometry between the

cameras is known, it is possible to remove

o] 4-g s s-ofe] B4 7Y
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vertical disparities by resampling the images.
This rectification process is depicted in Fig. 2,
I, and I, denote a pair of original

denote the

where
and I
and Cp

stereo images, and I

rectified images. C, are the lens

centers of two cameras.
We

procedure for the case when the orientations of

will briefly explain a rectification
the two cameras relative to a reference frame
are known. Suppose that a reference coordinates
x is given, and that two camera coordinates
systems are given by

x, =R x+t, Xz =Rgx+tg 3)
A

using the conditions that 1) the lens centers C,

rectification procedure can be derived

and C,; remain the same, i) the x-axis of the

new image planes are parallel to the baseline
The

containing I, and Iy will be referred to as the

denote the

vector. new common image plane

rectification plane, and we will
coordinates of the plane as x’ which is unique

up to translation. From the above requirements,

the x-axis of x’should be parallel to the
baseline vector b, which is given by
b=R.' t-RAt’. )

Since there are infinitely many planes parallel
b, additional be

introduced to determine the rectification plane

to an constraint  must

uniquely. A reasonable solution can be obtained
by

original image planes relative to the rectification

observing the orientations of the two
plane. Let u, uy, u. be the unit coordinates
vectors of x. If the y-axes of the two original
image planes are approximately parallel to the
baseline, then the z-axis of x' can be chosen
so that it become orthogonal to both b and w,.

Then x’ is given by x’'=Rx’, where
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R'=| - (b"x(b"xu,)’
(b'xu,)’ (5)
and b’=b/|{|bll.

O
o
‘9

Fig. 2. Rectification of stereo images.
Tl 2. 2EEL oAk WA

Once R’
coordinates can be obtained by using the

is defined, each rectified camera

transformation
1 4
X, R'R. X., X4=R'Ry x5

Let i, ig be the homogeneous coordinates of
the two original image planes, ie, i.,=AX, and
fs=Axz, where A is the camera intrinsic
matrix”. Assuming that the radial distortion is

pre-compensated, A is given by

fo 0 C,
A=|0 f, C,
0

-

0
0

—

where C, and C, denote the center of image
frame coordinates, and f, and f, denote the

focal length of the camera combined with scale

factors. These intrinsic camera parameters can

e
e
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be determined using a camera calibration
technique. Then the rectification can be

performed by

7, = ARR;A™T, ) =ARRJA™, ()
where the equality holds up to scale.

Recently, there have been a number of
rectification algorithms proposed for uncalibrated

14]7 which utilize only the fundamental

images[g‘
matrix extracted using self-calibration techniques.
However, a limitation of such rectification
algorithm 1is that from rectified images thus
obtained it is only possible to build a projective
reconstruction, meaning that the 3-D recon-
struction so obtained contains the projective
distortion. In order to convert the projective
reconstruction to the Euclidean reconstruction,
when the internal parameters are not known we
"still need some additional calibration procedures

(see, for example, [19)).

M. Calibration using rectification

1. Translation on the x-axis

Consider a pure translation of the camera
along the x-axis. Without loss of generality, we
can define the platform coordinates x so that
the x-axis of x is parallel to the camera
motion. Then the two 3-D camera coordinates

are given by

xazRX+t, Xﬁ =R(X—b)+t (8)

where R and t are unknown parameters for
the camera position relative to the platform
coordinates, and b=(b,0,0)" is the baseline
Note that,

camera’s

since translation does not
the

vector.
affect

platform axis, the line joining the lens centers

relative orientation to
of the two cameras is parallel to the platform’s
x-axis. Comparing (3) and (8), and since R'=I

in this case, the rectification in (7) can be

(459)
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performed by

@, =AR7A™E, @3=ARTATE, (g

Further, if we use the normalized image

coordinates such that ¥v,= A7! u;, i=a, 8, then

(9) becomes

~r _p-loy ~r —lov
V. =R7Y, vﬁ—R Vg

s

(10)

Since the corresponding points on the rectified
images have no vertical disparities, from (10),
we have

Teor v
v, hLVg

(11)

Te T
v, Ivg

where 12 and r3; are the second and the third

R~ '=R").

column vectors of R (recall that
Using the vector relationship aXx(bXc)=(a -

c)b—(a -b)c, and since rj=rtyxr3 (11) can be

written as

vZz[vp x(ry xrz)]=—V£(Vﬁxr] )=0 (12)

Let the two normalized image coordinates are

given by (m,, n) and (mg, np, so that

Y= (m n, D7, i=a, 8. Then (12) becomes

r(mgng —mghy) =1y (my —mg)+1;(n, -ng)=0
(13)

where r;'s are the elements of R. Thus,

from the data set obtained by translating
camera along the x-axis, we can determine the
first column of the rotation matrix. Considering
that a requirement in a rectification procedure
is that the x-axis is parallel to the baseline,
and that there are infinitely many planes
satisfying that constraint, it is natural that we
cannot determine the entire rotation matrix by
translating camera along one axis.

In order to determine 1y, 7y, 73 uniquely
from (13), at least in theory, we need just two

calibration data points, since |t li=l. We will

(460)
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describe the solution procedure later.

2. Translation along the z-axis

Since the translation along the x-axis is not
sufficient to specify R uniquely, an additional
translation along other axes is necessary. The
case of the translation along the y-axis is quite
X-axis and it is

similar to the case,

straightforward to derive the following:

Vo (pxr,)=0

(14)

This condition can be used for the calibration
of a platform using an X-Y stage mentioned
previously. However, in some linear platform
based on a lateral translation unit, it is difficult
to gather calibration data along the y-axis,
since, in such a case, one should be able to
move platform vertically using a z-platform.
When such platform movement is not feasible,
we can move the camera along the z-axis
instead, and obtain an additional equation as
follows.

Let the first camera coordinates x, coincide
with x, and let the second camera coordinates
be given by  xz=x+(0,0,2)". Also, let

x=(x, v, z2)7. If we denote the two normalized
image coordinates corresponding to x, and xg

as (m,, n,) and (mg ng, then from

X y
my =—, a =
z b4
and
x
mﬁ = N = y
z2+2, z+2,
we have
ny _ 8
(v3 mﬂ . (15)

Now, if two cameras are positioned at
xo =Rx+t x5 =R(x-(0,0,7)")+t

then the two images can be rectified using

;a’ZR_l;a, ’{’,9'=R lv,g.
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Since the rectified image coordinates should

satisfy (15), we obtain

T T
vy I v13

rlT . B rlTVﬁ ,
which can be further simplified to

Ve(¥pxr;)=0 (16)

(14), and (16) are
constraints which calibration data points should
the

calibration procedure for the rotation matrix in

In summary, eqs (12),

satisfy, and we will consider overall

the next section.

3. Calibration procedure for the rotation
matrix

While egs (12), (14), and (16) can be solved
independently using two calibration points each,
in order to obtain accurate results we can use
multiple data points. When there are N data
points available, then (13) can be formulated as

the following minimization problem:

Find ry, vy, and 7y, which minimize

N
E= 2[’31(mm‘nﬁi —mgn,) =1y (my; —mg)+ fir (ny “nﬁi)]z

i=l

=1y WWr,
where
Mo Rpgy —Mpg Ny Mgy —My gy —Npy
W= Moalipgy —Mpalgy Mgy =My, Hgy —Hpy
MRy — Moy, Mgy —m gy —ngy |(17)
o N By o AN v Mov ~pn

The solution of E is given by the solution of

W’ Wr,=0 (18)

and the solution of (18) under the constraint
I r1ll=1, is given by the eigenvector of W' W
associated with the least eigenvalue. The sign
of be

observing the range of rotation angles.

determined by
For

example, if each angle is less than 90°, then

each element can

(461
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7’11>0.

Using the same procedure for other

translation data, r; or r; can be determined,
and the unknown other column vector of R can
be the of

vectors.

computed using orthonormality

4. Finding the translation

In order to be able to find the translation
component t, the platform must possess at least
one degree of rotational freedom. Suppose that
the camera is located at the origin of the

platform, i.e.,

X, =Rx+t (19)

Assume that R is calibrated and known, and if

the camera is moved into new location x, with

known rotation R, and translation t, then

Xﬁ=RRl(X—tl)+t (20)

Using some camera calibration procedure, the

relative position and orientation of x, and x,

with respect to a calibration object frame x,
can be determined. Let

X, =R X, +t, (21)

Xp =Rpx, +t, (22)
From (19) and (21), we obtain

x=R7'(R_x, +t, —t). (23)

By substituting (23) into (20) and comparing
with (22), we have

(I-RR,Rt=t; +RR,(t, ~R7't,). (94

Thus, after measuring t, and tg; under some

known R, and t; we can solve t using (24).

When the platform has only one degree of
1.
in

t

rotational freedom, the matrix I—PR,; R

(24) becomes singular, and consequently,
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cannot be found. However, in this case, by
reducing the dimension of each matrix to two,

the two elements of t can be determined.

5. Summary of the calibration procedure

Since the head-eye calibration is performed
on the normalized image coordinates, camera
intrinsic matrix A should be determined in
advance using a camera calibration technique.
Existing camera calibration techniques typically

utilize a planar calibration object where the

position of each calibration point is known
precisely. Since the proposed head-eye
calibration  procedure  exploits a  similar

calibration object, the two calibration procedures

can be combined easily. In practice, such
calibration data points can be obtained by
printing circles or rectangles on a paper using
a high-quality printer.

The overall calibration procedure can be

summarized as follows.

i) Perform camera calibration and find the
camera intrinsic matrix A.
Take # (n=22)

translations along the x-axis,

i) images under pure

and computes

each element of the matrix W in (17). Compute

r; by finding the eigenvector of wiw
associated with the least eigenvalue.

iii) Take m(m=2) mimages under pure
translations along either the z- or y-axis.

Compute r3 or r,.

iv) Compute the r, or r; using the orthonor-
mality of column vectors.

v) Take & (k=2) images under rotation and

translation on the x-axis. Compute t, and t,

using an external camera calibration procedure.

vi) Compute t using (24).

IV. Experimental results

1. Simulation results

53 g ol 43 d-ofo] B 7]y
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In order to evaluate the performance of the
proposed calibration technique quantitatively, we
conducted simulations using synthetic image
data points. Each set of image data points was
generated in the following way. Data points
were assumed to be located on the vertices of
an 11x11 planar grid placed in front of a
synthetic camera (this configuration of data
the that of the

experiments described next). These points were

points  is same as real
projected onto the image plane using camera
parameters similar to those of a real camera so
that the image resolution might become 640 X
480. Four the

calibration of the rotation matrix by translating

images were generated for

the camera along the x-and z-axis' two images
Three

generated for calibrating the translation vector;

along each direction. images were
the locations of a synthetic camera are shown
in Fig. 3. Finally, in order to introduce noise
effects, zero mean Gaussian noise of varying
noise level was added to the generated image

points.

Calibration

pattern

|<— 150 mm —>l<— 150 mm —’\

Fig. 3. Camera positions for translation vector
calibration.
02 3. Aol HE ¥AE 97 7=t A 4A
Using these synthetic data points, we

performed the simulation in two different ways.
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In the first simulation, the camera calibration
procedure was combined with the head-eye
calibration. In this case, we applied Zhang's

(1e) using the three

camera calibration technique
images generated for the translation vector
calibration, and the extracted camera parameters
were used for the head-eye calibration. In the
second simulation, in order to observe how the
occurred in calibration

errors camera

procedureaffect the accuracy of the head-eye

0.008

0.006

0.004

Error in rotation

0.002

03 05 07 09 11

Noise level (pixels)

(a)

Error in rotation (degree)

0.3

0.5

0.7 0.9
Noise level (pixels)
(b)

Fig. 4. Errors of computed rotation matrix. (a)
Difference of computed and real matrices
Il R—RIl;.Il -1, denotes Frobenius norm.
(b) Difference between computed and real
Euler angles I|X— XIl. X={(a, 8, O in
degree.

. AR A o] 03} (a) AN b3 AlA)
3] #o] | R—RIl, .|l A= Frobenius norm
& EAT () AR Aush A4 2Ee) Ao]

1X—Xll. X=(a, §, 1) & degreeS EA]

Er
BR
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calibration, the internal camera parameters were
increased by certain amounts, and the head-eye
calibration procedure was applied.

The result of the first simulation is shown in
Figs. 4 and 5. In Fig. 4, the average errors of
the computed rotation matrix are shown. The
horizontal axis denotes the standard deviation of
added Gaussian noise and the vertical axis
denotes the errors computed in terms of the
Frobenius norm and the difference between the
rotation angles. Simulations were performed 100
times at each noise level, and the values shown
in Fig. 4 using solid line are the mean values
of the results. Also, the standard deviations at
each noise level are shown using dashed line. If
the positions of calibration points are estimated
in 0.3~0.4 pixel accuracy in real situation, we

can expect that the rotation angle can be

estimated within 02° error. In Fig. 5, the
differences between the computed and the real
translation vectors are shown, where the

vertical axis denotes the difference measured in
mm. It can be shown that the errors are in the

order of few mm.

14

12
10

Error in translation (mm),

(=2 S R - )

1_-
0.1

03 05 0.9

Noise level (pixels)

0.7 1.1

Fig. 5. Errors of computed translation vector.
32 5. AXEE AHe) wEje] o3}

Regarding the calibration accuracy, it is
difficult to compare the results directly with
techniques since
data

calibration condition different from ours. More

other head-eye calibration

previous approaches use input and
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specifically, while previous algorithms utilize
rotation matrices and translation vectors

computed using camera calibration procedures
as input, our algorithm exploit the image points
directly for input. However, it is still possible
to assess accuracy qualitatively. First of all,
assuming that the accuracy of extracted corner
points is around 0.4 pixel, from Fig. 4 we can
see that the accuracy of the calibrated rotation
matrix is around 0.2°. It has been shown that
the noise level of 0.4 pixel causes about 0.25%
error in camera calibration™. With this amount
it has been

of error in camera calibration,

reported using simulation that the errors in

estimating the rotation matrix using various

0.8
——0.40%
-—a—1.20%
08 ——2.00%

@

30

® M
—e—0.40%

20 C e 120%

0.1 0.3 0.5

()]

Effects of errors in camera parameters to
the head-eye calibration. (a) Errors in
rotation matrix. (b) Errors in translation
vector

szl weielele] oAt lm-ole] mAel
"z 3% (a) A FHANMY LA (b) A
o] MlEje] 93

0.7 0.9 1.1

Fig. 6.
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head-eye calibration algorithms are around 0.15~
02°® Thus,
results is roughly equivalent to others.

the calibration accuracy of our

The results of the second simulation are
shown in Fig. 6. Here, each camera parameter
was increased by the amount of 0.4, 1.2, and
2.0%. In addition, Gaussian noise of varying
levels was added to the positions of calibration
Like the the

experiments were repeated 100 times for each

points. previous simulation,
noise level. From Fig. 6(a), it can be seen that
the accuracy of recovered rotation matrix is
rather insensitive to the errors of. camera
parameters. This phenomenon arises from the
fact that the rotation matrix is estimated using
the epipolar constraint of calibration images
which is rather insensitive to the scaling and
the offset of the

accuracy of translation vector is affected by the

images. On the contrary,
errors of camera parameters, since the error of
the focal
external camera parameters (t, and tz in (21)
and (22)).

length decreases the accuracy of

2. Real experiments
We

combination of mechanical linear-rotary mount

performed an experiment using a
composed of one translation unit and one rotary
unit. The accuracy of the translation unit and
about 0.2mm and 0.15°,
respectively. Calibration were
using SONY XC75 camera with 25mm lens and
were digitized using Matrox frame—-grabber with
640<480 spatial resolution.

setup of the platform is shown in Fig. 7.

the rotary unit is

images taken

The experi—- mental
Calibration pattern is composed of small
circles regularly placed on 11X11 grid, as
shown in Fig. 8 This calibration object was
prepared by printing the patterns on a paper
using a laser printer and by gluing the paper
on a flat glass. The overall size of the patterns

was approximately 15cm on a side.
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Fig. 7. Experimental setup of imaging platform.
38 7. Y4 ASE 4 AS EAF

In order to find the center of each circle on
the
thresholding was applied to the image, and the

acquired images, a simple gray-level
centroid was estimated in subpixel precision by
computing the average coordinates of all points
within each circle region. Some of the acquired
calibration images are shown in Fig. 8 where the

estimated centers are marked using white dots.
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(b)
Fig. 8. Sample images of the calibration pattern
taken for calibrating the rotation matrix.
The detected centers of each circle are
marked white in each image. (a) First and
third images taken under translation along
x-axis.(b) First and third images taken
under translation along z-axis.
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Using the calibration pattern, the internal

parameters of the camera were calibrated first

using Zhang's calibration technique[ls]. The

computed internal camera matrix was
2615 —11 313

A=| 0 2633 211, and this matrix value was
0 0 1

used during head-eye calibration. Since the focal
length was rather long{25mm), there was little
radial distortion present in the images and we
ignored it. However, when the radial distortion
cannot be ignored, it is possible to compensate the
distortion by resampling the images.

The of the

platform transformation is estimated first, in the

rotational part camera—to-
following way. Two sets of three images of the
calibration pattern are taken as the camera is
moved along the x- and the z-axis. Using 6
images thus obtained, the rotation matrix is
estimated using the proposed technique. Since
the actual rotation matrix is unknown, in order
the of the

algorithm, we repeated the experiments 5 times

to assess accuracy proposed
with varying displacement amounts between
neighboring camera locations. The overall result
of the calibration is presented in Table 1, where
the measured rotation matrix is shown in terms
of Euler angles. Since the camera is positioned
so that the optical axis become approximately
orthogonal to the translation axis, the measured
Euler angle is fairly small. Average vertical
disparities between corresponding points are
computed twice, before and after the calibration.
Note that, while the camera is positioned so
that
optical axis geometry approximately, the vertical
if the
head-eye calibration is not performed. As can

in the last row of the table, the

its configuration may become parallel

disparity is fairly large(4~6 pixels)
be seen
standard deviation of measured Euler angles is
that the

algorithm is reliable. The standard deviation of

fairly small, indicating proposed

the rotation angle around y-axis is larger than
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This can be

attributed to the fact that the rotation matrix

the angles around other axes.

was computed using calibration data along the
x- and the z-axis only. Note that the residual
vertical disparities after rectification are far less
than 1 which the

acceptable range of most applications.

pixel, is well within
Table 2 shows the translation vectors found
in the experiments. Here again, the experiments

were repeated 5 times with varying amounts of

baseline and vergence angle. Since our
experimental platform has just one rotary
(panning) stage, the y-component of the

translation vector was not found. From the

Table 1. Experimental results for calibration
of rotation component.

B 1. 3" AE BA gk Ay A3
Inter-camera Average vertical
distance(mm) disparities (pixels)

Trial Measured Euler angles | Before After
dx | 4z rectifi- | rectifi-
cation cation

1| 50 | 90 [(-1441°, 1691°, -03%6°) | 4839 0131

2| 60 | 90 |(-148, 149", 0328")| 5476 0.153
3| 65| 100 | (148, 1530°, -0463°)| 5618 0.101
4 | 70 | 90 |(-1521°, 2084°, -0.332")| 5997 0.155
5 | 8 | 100 [ (-158°, 1.90°, 0487°)| 65% 0.109

Average (1503, 1.7%6°, -0.387°)

Standard o o

Deviation 0048°, 0237, 0.072°)

Table 2. Experimental results for calibration
of translation part.

23 2. Aol A% uAd| e AF Az
Trial Baseline Vergence Measured

(mm) angle translation(mm)
1 450 33° (6.025, 0, 2.218)
2 470 30.8 (6.492, 0, 2.032)
3 510 36 (6.181, 0, 1.042)
4 510 37 (7.199, 0, 0.999)
5 510 38 (4.874, 0, 4.969)
Average (6.154, 0, 2.252)
Standard Deviation (0.757, 0, 1.447)

< o]&7 F=-ofe] BA 7
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table, it can be seen that the accuracy of the

translation vector is around 1 mm.

V. Conclusion

In this paper, we present a new head-eye
calibration technique using Iimage rectification,
which  finds the of the
transformation using calibration images obtained
of
previous
of
the

rotation

rotation  part
In
that

three

from pure translations a camera.

particular, unlike techniques

require translation camera along

orthogonal  axes, proposed  algorithm
the
translations. Thus our algorithm can be applied

with

computes from just two

to the calibration of platforms rather
limited motion capability such as stereo vision
platforms using a linear translation stage or an
X~-Y stage. When the translation needs to be
computed additionally, the platform should have
at least one degree of rotational freedom. We
have also described a calibration procedure for
the The of the

algorithm is verified through simulations and

translation. performance

real experiments, and it has been shown that
the performance of the algorithm is comparable

to those of previous calibration techniques.
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