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Abstract

In this paper, a multiagent fault-tolerant supervisory control methodology is proposed for serial

production systems under partial observation. To this end, the idea of multiagent control is

incorporated with the fault-tolerant supervisory control of discrete event systems. Especially, the

concept of mutual fault~tolerance between cascaded processes is established and the unobservable

fault identification utilizing the difference information of the controlled results is investigated. Then

the synthesis of agent supervisors is formulated based on the proposed concept. A case study of

the fault-propagation control of polypropylene prepolymerization and polymerization processes is

provided to illustrate the proposed control policy.

I. Introduction

Discrete event systems (DESS)[IMS] have
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the

control-law

in
the
synthesis field A DES is a dynamic system

attracted much attention systems

modeling area and within
whose evolution in time is governed by the
of

irregular intervals.

abrupt occurrence physical events, at

possibly Many large-scale
dynamic systems, especially man-made systems,
show the DES characteristics at least at some
Some examples include

level of abstraction.

manufacturing systems, computer systems,
communication networks, and traffic manage-
ment systems.

Most of the industrial systems are composed

of serial production systems. In such serial
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production systems, maintaining the continuous
process operation is most important to prevent
the depreciation in productivity and to protect the
facilities from the abnormal situations. Especially,
in chemical industry, an instantaneous interruption
of the process due to a momentary trouble could
be led
damages of the system because of the long

to tremendous losses and severe

delay time accompanying complicated restart-up
procedures and the obstruction effects of the
of the

transfer lines. Therefore, to continue the overall

by-products such as the plugging
process in spite of the momentary trouble due
to some disturbances, identifying the current
status and preventing any fault-propagation
between unit processes by certain supervisory
control actions are most preferable.

Within the DES framework, the diagnostic
issues over various fields have been studied up
to the present: the fault detection and isolation

W and the failure

problems are dealt with in
with  the

controller design is addressed in
8]

corresponding
8]

analysis system
. Especially
in , the abnormal status in the behavior of
the DES was quantitatively analyzed upon a
discrete event model (DEM)™ and the synthesis
of fault-tolerant supervisor was introduced
based on the failure analysis. However, this
way of approach in ® becomes intractable for
large complex systems such as serial production
systems which are common in most of the
production industries, due to the state explosion
in the DEMs. the of

decentralized supervisor[w]m (which is the most

Moreover, synthesis
promising way to reduce the complexity) still
needs much complicated steps in the design
stage to guarantee the same optimal behavior
as the centralized supervisor and can not deal
with the problem of fault-propagation between
unit processes (i.e, local plants). Furthermore,
in the fact that the

abnormal events of faults or failures might not

the problem also lies

=t

s

(343
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be observable at the external worlds.

To resolve these problems, it is required to
consider a new concept of fault-tolerant super-
which
each unit process and shares the least amount of
needed the
fault-propagation unit

visory control independently  supervises

information  just to  prevent

unobservable between
processes. To this end, we make use of the
difference information of the controlled results at
each unit process in identifying the occurred
fault events and reconfiguring the posterior
agent supervisor. In this way, the unobservable
fault

troubles could be compensated and prevented

events caused by some momentary
from propagation into the posterior processes by

a certain external control action, resulting in
improvement of productivity and protection of
facilities, accordingly. Therefore, in this paper, we
propose a multiagent fault-tolerant supervisory
control methodology for serial production systems
incorporating the
(14],(16] with the

fault-tolerant supervisory control scheme.

under partial observation by

concept of multiagent control

The paper is organized as follows. In the
of this
Section

section we give
2

automata-theoretic DEM with the supervisory

remainder some

notation. briefly reviews an
control framework. In Section 3, we present the
method the of
unobservable events the

difference information of the controlled results.

of inferring occurrence

abnormal through
In Section 4, the reconfiguration of the posterior
fault-tolerant

supervisory control based on the identification of

agent supervisor for multiagent
the compensable events are described. In Section
5, the case study of the control of polypropylene
prepolymerization and polymerization processes is
provided. Finally, the conclusions are formulated in

Section 6.
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ending state of the event ¢ [string s] from x (range of e [s] from «x)
— R(e)[R(s)] is to be used instead of R(e, g))[R(s, gy)] where g, is the initial

{qeQ| g=R(s, x) for eachses with R (¢,x)=x where @ is the state set
R (;‘, llo)
range of the language L ({geQ|g=R(/) for each /eL} where [ is a kind

of string s, especially an element of the language L) — in this case, always

event augmented with its originating state ((o,q) with (o, ¢)=8(0,q)

Es s

36 HEJE oA AP A 2] He] o] HE W
Notation
DI active event set of G at the state ¢ [2]
D(e, Y[ D(s, y)] starting state of the event e[string s] leading to »
(domain of e [ sl leading to )
R(e, [ R(s, x)]
state of the deterministic automaton
K prefix closure of K(= {pei* (3t )pte K})
R(s, x)
and s is the prefix closure of s -R(s) is to be used instead of
R(L)
R(L)=R(L, qp)
aug-event
where &:2)x@r> @ is the transition function [1])
Evn(s) set of events which constitute the string s
Isi number of events comprising the string s (length of the string s)
Li+L, {l/e3"lieL, or leL;)=L,UL,
G, U G, recognizer automaton [1] for L(G,)+ L(Gy)
Ce(K) controllable sublanguage [1], [2] of KSL(G)

0. Background Review

This work is set in the supervisory control
framework for DESs developed by Ramadge

02 A brief review of the key

and Wonham
concepts is given in the following:

The plant to be controlled is modeled by an
automaton G=(J, @, 6, ¢y, @,) Where X is an
Q is a set of states,

R,=Q is the set of

alphabet of event labels,
gy =@ is the initial state,
marker states, and §:Xx@Q—Q, the transition
function, is a partial function defined at each
state in @ for a subset of X For the case
where @ is finite, G can be represented by a
finite state machine whose nodes are states and
whose edges are transitions defined by 4. On
the

identified by an arrow entering it and marker

the transition diagram, initial state is

states by an arrow leaving them. The set X is

(344)

the set of all edge labels on the diagram.

Let 2 denote the set of all finite strings
over 2 including the null string &. Then & can
be extended to 2* by defining &(e, ¢ :=g and
(Voel, s€57):8(s0, q): =&o,8s,9). Then G
is characterized by two subsets of X" called the
closed behavior of G, written L(G), and the

marker behavior of G, written L, (G). The

language L(G) is defined as
[L(G): ={s|s=Z" and &(s,qy) is defined}

and is interpreted to mean the set of all
possible event sequences which the plant may

generate. The language L, (G) is defined as
L.(G):={s|seX and 6(s, ) €Qu}

and is intended to distinguish some subset of
possible plant behavior as representing completed

tasks.
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To

identify some of its events as controllable and

impose supervision on the plant, we
some as uncontrollable, thereby partitioning ~

into the disjoint sets X, the set of controllable
events, and J,, the set of uncontrollable
events. Controllable events are those which an
external agent may enable or disable while
uncontrollable events are those which cannot be
prevented from occurring and are therefore
be enabled. A

supervisor is then an agent which observes a

considered to permanently
sequence of events as it generated by G and
enables or disables any of the controllable

events at any point in time throughout its
observation. By performing such a manipulation
of controllable events, the supervisor ensures
that of L(G), called

permitted to be generated.

only a subset a

sublanguage, is
Formally, a supervisor S is a pair (S, ¢) where
S is an automaton which recognizes a language
over the same event set as the plant G and ¢,
called a feedback map, is a map from the event
set and states of S to the set {l(enable),
O(disable)}. If X denotes the set of states of S,

then ¢ : XxXw+— 1,0 satisfies
o, x)=1ifoeX,, x€X
and
#o,x)={l1,0} if oe X x=X.

S tracks and controls the

behavior of G. It changes state according to

The automaton

the events generated by G and in turn, at each
state x of S, the control rule ¢ (o, x) dictates
whether ¢ is to be enabled or disabled at the
corresponding state of G.

The behavior of the closed-loop system, i.e.,
the sequences of events generated while the
is under the control of S=(S, ¢),

represented by an automaton S/G whose closed

plant is

behavior, denoted by L(S/G), permits a string
to be generated if the string is in both & and

B

b

(345)
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S and if each event in the string is enabled by
¢. Define L/S/G) as those (marked) strings of

the uncontrolled process language that survive

in the presence of supervision, i.e.,
LAS/G):=L(S/G) NL(G).

The closed-loop system’s marked behavior is
denoted by L, (S/G)
strings in L(S/G) that are marked by both G
and S.

and consists of those

II. Fault ldentification and Multiagent
Supervisory Control for Mutual
Fault - Tolerance

In this section, we introduce an unobservable
fault identification scheme and a concept of

multiagent fault-tolerant supervisory control of

serial production systems based on the
identification scheme.
Consider the serial production systems

composed of unit process Glk]l,ie[1,1] and

ke[0,00] — ith unit process executing kth
The

supervisor S%, of each unit process G;[#] is to

operation — cconnected in tandem.
be called a partial agent supervisor and the
corresponding integrated action of control is to
be called multiagent supervisory control. In
other words, the multiagent supervisory control
is a cooperative integration of agent supervisors
with high autonomy and the least common
information for the overall control objectives.
This kind of multiagent supervisory control
be the

decentralized supervisory control methodology

concept can distinguished from
[10]-113] in that it allows independent synthesis
of each agent supervisor resulting in reduced
complexity at design stage and it also provides
a framework in which the problem of fault-
propagation between unit processes can be dealt
with.  The of

supervisory serial

configuration multiagent

control  for production
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systems is illustrated in Fig. 1, where a partial

agent supervisor S%, controls G;[#] through
the feedback map ¢; and transfers the coded
information A ) of an actually occurred

sequence 1,,(S”*/G;[K]) after supervision through
the projection map P:X;—Z%%, to S4, where Z;
is the set of all possible events for G;[4] and
X, is the set of observable events of ZX; and
information

then gets the feedback giv1( *)

from S4%,. Based on g.1(-), S% determines

whether it keeps controlling or stops the
current process and starts diagnosis.
“~
//.
Lao Sh  /GinlkD
....... » o

~de) EeleoldE

T2l 1. BERSeA] A" A4
) Ao

Fig. 1. Multiagent supervisory control of serial
production systems under partial
observation.

Note that G;[kZl=G/ [k U G/[¥ where G/[kl
the

observable event sequences and G/[#] the fault

represents normal mode consisting of

mode including certain unobservable abnormal
events, which implies some possible abnormal
status in the operation. S% can be designed

based on the legal language K; such that
Ki=L(8% /G &)Y as usual if K; is achievable
— e, controllable and observable. Since K; is
assumed to be observable, K; becomes achievable
if we choose K;S C gny(L(G[£])) [2]. However,
in the closed

L(S% G R + L(S%, [G] k) =K+ K, where K,

loop operation, L(S%,/G,[K])=

sto A AP akA| 2 q o] HE|oo]HE Wz

(346)

#g

A FelA o oA st
shows the abnormal operation due to some
Such abnormal status of DESs

‘fault’

malfunctions.
(11,

representing a rather tolerable malfunction and

[3] was further classified into a
a ‘failure’ implying a complete breakdown of the

overall system operation in". Based on the
failure analysis, it was shown that in the case
of occurrence of faults the control objectives
still

operation

can be satisfied by reconfiguring the

event sequence according to the
supervisory control actions, which results in the
This

developed upon a DEM of a single process. In

fault-tolerant  operation. idea  was

the line of extension of these concepts to the
of

production systems, we can consider the failure

multiagent  supervisory  control serial
analysis of multiprocesses as follows ! For each
the

analyzed as a fault and a failure according to

unit process, abnormal status can be
the previous notion. The failure, in this case,
can be further classified into a failure that
propagate to the posterior process but can be
compensated by the agent supervisor, and a
failure that propagate and not compensable by
any measure or do not propagate and leads to
a breakdown of the current process. The former
one can be dealt with as a fault in the
framework of multiagent supervisory control
it

process without interruption through a pertinent

since is possible to continue the overall
supervisory control action of the corresponding
agent supervisor. In view of failure analysis
this

property is to be called mutual fault-tolerance.

and fault-tolerant supervisory control,

Definition 1: The multiagent supervisory control

system over S%, and S%. is rmutually fault-
tolerant between G;[k] and G.[E) if any fault
propagation from G;[k] into Gi [kl can be
eliminated by the subsequent agent supervisor

S%. for all kel0, ] Furthermore, the
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multiagent supervisory control system over

G;[k],ie[1,1] is called a mutually fault-tolerant
system if it is mutually fault-tolerant for all
ie[1,1]. Therefore, the multiagent fault-tolerant
supervisory control can be considered as a kind
of multiagent supervisory control assuring the
mutually fault-tolerant system in the closed
loop operation.

the fact that the
abnormal events are often not observable. Let

the set of events of G;[%], X; be partitioned as

The problem lies in

2=2,,U%;4=2:;,U%,, where ¥,, is the set
of normal events of ; ZX;, is the set of
abnormal events of X, X;, is the set of
observable events of X; and X;, is the set of
unobservable events of . Assume that we
know all the possible occurrence of abnormal
events and we can compare the status of the
controlled plant in kth operation with that of
(k- Dth operation after the transition from the
possible occurrence states. This is feasible just
by

possible occurrence point rather than installing

setting up some comparators at each

the expensive sensors to obtain the direct
information about the internal status, which also
might be Ik € 1,

(S4,/G;[#) and _ o* = Zeg(RULED) =10 1, 0.}

impossible.  Consider
with 0,2, ,N% w 0,2, in Fig.2. Then we
can identify the occurrence of ¢, for of after

1[ k]
identification (UFI) algorithm:

from the following unobservable fault

1 Can
—> @\ okg ZGi(q)

-."..‘ Gn

. BEETR oY) hgAlE
. Occurrence of the unobservable abnormal
event.

UFI Algorithm

Step 1. Let A(¢°)=v(d")=0where A:3—0,1 and

Ery

-7

(347)
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v:2—{0,1}.
Step 2 : Forkell, ],

1) compute A(c*) = unit (IR(I1[Klo — R(I[k—116*71)))

where unit(x) = 1ifx>0 and 0 otherwise, and
2) compute v(6*) =" 1 = U 6" D]+ uc* D1 Mo*)]
Step 3 : Ifv(c*)=1 theno* 5, ,,.

Note that of A(e")

corresponds to the comparator output indicating

the wvalue actually

the difference information of the controlled
results. In UFI Algorithm, if ¢*!'e 2,,

v(e* )= a(c"1)=0

and

0*< Z.m then and
v(c*)=2(s*)=1, and vice versa. If ¢*'ex,,,
and ¢*eX,,, then v(c* )=1, A(s* =1 or 0,
both of which result in v(c*)=1, A(¢®=0. If

k-1 then A(s* =0,

c*les;,, and ofelx,,
v(e* =1 and A (c®)=1, v(e"H=0. If o*'ex,,
and ¢*e3,, then A(c" =1 or 0, v(s* H=1,
oM =v(ehH=0.

identify the occurrence of any unobservable

and Therefore, we can
abnormal event according to UFI Algorithm.
Once we identify such an occurrence of the
abnormal event, we can determine whether it is
compensable by certain complementary measure
the

supervisor accordingly such that the

and can reconfigure posterior  agent

overall
process is continued without interruption.

G; k],
Z; can be partitioned as =%, UZX;.=2%;,U

Assume that the total set of events of

Ziawm=2:.UE, US4 where2;. is the set
of controllable events of ¥; X;, is the set of
uncontrollable events of ZX; X, is the set of
compensable events of X,,, and 2., is the
2. m Let
of

set of uncompensable events of
Srr

Gialkl= G LENGE A

be a fault-tolerant supervisor

iitl
where || denotes the
[9], and L FTA,Hl[ k] =

L(Spr,,./G.ivi[£]). In the foregoing,

composition of two DEMs
0iaSZ; 0

implies that there exists a complementary
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measure  Oii1on € Sir1,en C Zir1,e  Such  that L, Pesy b ifest, and 1%, €5%,, So

T R e A S
I,
of

i 2
Zinlioial

R(L g [F) for some ', /e, and

12,e3,, where 1. is the set

complementary in

410 iy enliri € C gp, [RNL(G LA,

measures
eL(G; (D,

12 e (G k), and 10,0%,€L(G[#). Then

we can consider the following domain of

fault-tolerance:

Definition 2 : The domain of fault-tolerance of

GilKl,Rer [k is the set of states of G,-\[k],
from which any postlanguages could be
supplemented the

fault-tolerance between G (k] and Gkl by

to meet mutual

the subsequent agent supervisor S’.

Along with the previous definitions about
3 uch » it Rpr, [Kl={q=QilqgsR
(L(G; [ kD~ L ua(Gi[ D)} Lo (G;[R) =
{le L(G;[/D | Evn (DN 2 w*¢}. The following

becomes

where

Proposition 1 provides the existence condition of

S%,,, satisfying the mutual fault-tolerance

between G;[k] and G7. [k

There exists an achievable

lao(SpA,/Gi [FDK;.1e L FT,,,,,[k]

Proposition 1
K i+1 SUCh that

if and only If R(I,(5% /G:[k) €ERpr [k where
1.(S%, [G;[k]) is the actually occurred sequence

over L(S8%,/G:[kD.

Proof: (If) Assume Evn({,(S%, [G:[#D))NE;
* ¢ then Evn (1,(S% [G;[EN)NZ; 0 C 2 from
R(1oo( S, |G LRD) ER pr, [ £]
L (G IR NR(L 5 (G [ED) = 4.

Evn (1,,(8% 1GLE))Y NZ i n

and R(L(G;[A}—
If [P
occurs, then we can
choose K1 =410 m1.anlin1€ Cgnpg (LG LED)
where 6i41.on€8 51 0n and iy, Ay €5%,, such
that R(Z s S, /GLID K i+1) =R(1; 0100 & i1 Gir.om
which

Py =R 1F10%) €R(L pr,, [£D)  in

(348)

1ol 8%, JGIRVK j1€L pr,, [F.(Only if) On the
other hand, if R(/w(S% /GLK) R sr, [4] then
36,4 € BEvn(1,,(S%, /G [ED)) and  1.(S%,/G; LD

& Lpr, (K resulting in [ (SA/GLEDK v,

&L yr, [K) for any K. € Cgppa(L(GH[AD).
Therefore, 3K 1€ Cgliorig (L(GH1[£]) such
that ,(S% /Gi[k) Ky 1L pr,, [k implies R(/,
(S%4,1GLEDYER pr,, [ AL

IV. Synthesis of Agent Supervisors
for Fault~-Tolerance

In this section, we consider the reconfigu-

ration of agent supervisors for multiagent
fault-tolerant supervisory control based on the

existence condition of K,.; in Proposition 1.

Let, for each 6, =% ;m, #:2i1~R and p2-R
be defined such that (o= 10,0 for

the corresponding 61y cnSZi+1.0n  Where R

means the set of real numbers and x°(-)
implies the mathematical complement of p(:)

such as 2's complement in case of a binary

number. These «could be listed in the
complementary measures table (CMT) at the
outset. Note that all the "~ abnormal events

including the compensable events are assumed
to be
outputs as it follows from UFI Algorithm. Let
fe:2;xQ; —»R be defined

Eon(lo(S% /GiLK)) and f:5,x @xN—R be a

identified by utilizing the comparator

for each vo¢e

function composed of a sequence of £, for a
coded 1ao(S%, 1 G;L kD).

a

information of

7:R~R be
representing the orderly information of f£°(-)
for the
1o S%4,1G:LED.

certain

Furthermore, let function

successive events comprising

Based on these, we choose a

function

(GinlAD,

hZIxR5", such that K,.,= (L

L ao( S, /G LEDY) =k i1€ L(G [ £D]
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f(ki+1):

implies

where

fe2 -8,

f(k,-+1)=fc(laa(S"A,/Gi[k]))}
P30 (S%, 1 GLED,
h=ue),

for some

for
it fel, =y, @) with

eitle Evn{k;y,) in which

i
t

(e
€ im
ey & Em(l,(S'% /G 1K), r [0, 71 with
7=11,(S% /G [ED1, and t=[0, {] with t=|kl,
and f4el*,p=7(f(e

In addition to the supervisory control actions,

it+1

i'1,2), otherwise.

S%,, also provides the feedback information
gi1(+) to 8% such that it can determine
whether it keeps controlling G;[4] or stops and

The {feedback
defined

information
g:‘+1( lao(SDA,/

and 0

starts diagnosis.
i1 2> (0,1}

GleD)=1 if R (S% /GlkD)ER pr, [ 4]

is as

otherwise. In this case, g (-)=1 s
interpreted as ‘keep controlling’ and 0 ‘stop and
diagnose’ by S,

Based on Proposition 1 and the corresponding
K., we can reconfigure $% , for G%,[#] into
(S;+s1,6;+1) such that it assures the mutual
fault—tolerance between G;{£] and GI (4 as
follows, where S;;; is a recognizer automaton

[1] for K;; and ¢, is the feedback map:

Synthesis Procedures for Reconfiguration
1.S;:Builld up S =X, PAFFEN Eints

Zitro. Xit1m) Such that it recognizes K.

2 ¢,-+1:Bui/d up¢i+1~'Xl'+1XZ,‘+1><{O,1}’_){O,1}E as

l,ifsos Ky and gi45(s) = 1
B i1(x i1, 0.8:42(8))=
0, otherwise,

in which s € L(S%, /G lED), R()=x1,
and 0% ;4.

Suppose 0% m€Z; ., occurred after o ' €Z;
such that L.(8% /GIED*K (e, f(6%0m @) +
2(F (o7, 9)) because of  Gl[k]  where
K,=L[S, /G[#). Then ¢%,, should be

0% a€2; o from R(lao(SﬂA,/Gf[k]))ERFT,H[k]y SO

(349)
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it follows that 36%1 w8 it1.0n With p(chisy on) =
£%(0%»). These are mapped into K,., through
(-, ) and the corresponding agent supervisor

S% ., reconfigured as in the above over G%;[#]

subsequent to $%,/Glk  generates  R(I,(S%,/

GLED K i+1) = R(1L 0% 0 Bl Gisr,om Pot) = R 1F

1Y) %) €R(Lpr,, [k for some U, i7e,

and 1.,,1%,e5%,, following Proposition 1

where 2, e’ ly, By eX, After all, any

fault propagated from G,[4] can be eliminated
by &%, in this way. Hence we achieve the

mutual fault-tolerance between G, [A and

Gyl £ accordingly.

V. A Case Study of Polypropylene
Prepolymerization and Polymerization
Processes

we study the multiagent
of poly-
propylene prepolymerization and polymerization
with
of
industry.

In this section,

fault-tolerant supervisory control
under
the

polypropylene

processes partial  observations
pilot plant n
The

is a kind of petro-

investigation a
petrochemical
polymerization process
chemical process producing the polypropylene
[17] from the propylene by polymerization and
composed of several unit processes such as a
prepolymerization process, a polymerization
process, and posterior processes connected in
serial as illustrated in Fig. 3 The propylene and
MUD/TEAL/Donor mixture are fed

prepolymerization reactor and then transferred

into the

to the polymerization reactor together with the

hydrogen, propylene, ethylene, and Butene-1.

Polymers are formed in the polymerization
process under specific reaction conditions and
the polypropylene 1is finally produced after
several posterior processes. In the following, we

consider the prepolymerization and polymeri-
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Hydrogen, Propylene,
Ethylene, Butene-1

Prepolymerization
Process (grs phase reactor, ="
cooling system,
powder separation ™%
& drying system,
225 punification

1/ recycling system,
ete)

Polypropylene
02 3. Zelzzgd oqpFEEAn FEAe del
o]z}
Fig. 3. Schematic diagram  of
prepolymerization and

polypropylene
polymerization
processes.

zation processes. The prepolymerization reactor
is operated under the specific nominal reaction
34.5kg/cm’g
(pressure), and 4 min (residence time), and the

conditions of 20°C(temperature),

polymerization reactor is nominally operated
70°C 325-336 kg/em’g
(pressure), and 50% wt (polymer density/slurry).

under (temperature),
The material feed rates are controlled by flow
controllers (FCs), and the viscosity of slurries
in the mixture is controlled by -the agitator in
the prepolymerization reactor and also by the
density of hydrogen in the polymerization
reactor, . respectively. Suppose that the FCs and
the agitator of the prepolymerization reactor are
which
instantaneous deviation from the nominal set
G,l# be the automaton of the

subject to abnormal events cause
values. Let
process in the prepolymerization reactor (:=1)
and the polymerization reactor (i=2) in view of
flow control and slurry viscosity control. Figure

4 illustrates the component DEMs of G;[#} and
Gz k).
composed of IV} (Initial Value of y in G[£)),

In Fig. 4, the states of G[k] are

LV? (Lower Value of v in GjL£D), NVi(Nominal

(350)

sk 5t

G,k]

a3 4. GIA S GIAY AR ohbRnds
[y:m (MUD/TEAL/Donor), p(Propylene),
a(Agitator Speed) ; z:p(Propylene), 7
{(Hydrogen)]

Fig. 4. Component DEMs of G [A and G3[4l
[ y:m(MUD/TEAL/Donor),  p(Propylene),
a (Agitator Speed); z :p (Propylene), k&
(Hydrogen)].

Gkl

Value of v in G,[%), HV} (Higher Value of y
in G[A), MSLV] (Momentarily Stuck to Lower
Value of v in Gi[£]), and MSHV? (Momentarily
Stuck to Higher Value of y in G,[#]), where v
represents one of m(‘MUD/TEAL/Donor’),
Speed’). The

consist of the

(‘Propylene’), and a(‘Agitator

events of G[#] normal
controllable and observable events of af, ai,
Y, b7, ¢f, ¢!, and the unobservable abnormal
events of 2/, 8. The states of Gj[k] comprise
IVi, LV, NVs, HV; and the events of it consist
of the normal controllable events of
4, a3, b%, b3, ¢§, ¢}, where z represents either
» (‘Propylene’) or k& (‘Hydrogen’). Therefore, we

know that =20 1M1= {al, ai. b,

o
ol

, o, euf{et, 81} and

— 2z, Nz
3y ={as a3, b3,

>

i, ¢, ¢i). Note that the instantaneous
deviation of the propylene feed rate and the
agitator speed from the nominal values in the
prepolymerization reactor can be compensated

by adjusting the propylene feed rate and the

hydrogen feed rate in the polymerization
reactor, respectively, in view of overall
polymerization process conditions. However,

certain deviation of the MUD/TEAL/Donor feed
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rate from the tolerance range of the nominal
value in the prepolymerization reactor can not
be the
polymerization know
El,an(=21,anm21,uo)=21.ch21,ucb= {flf, Bf, af, /ﬁa}

complemented by any measure in

reactor. Hence, we

U{el", 87}. From these, the domain of fault-

tolerance of Gyl K] becomes Rprlkl=

{(a", af, i) = Qilai" &{MSLV}', MSHV?)} where
a’, @}, 4} represent the states of the component
DEM of G,[#]. Let the complementary measure
function #:X—R be defined for %, , and X, ..
as appeared in CMT of Table 1 where the
binary number is used. Under normal operating
conditions of GU[k],K, is chosen to be
® 1. Z1a® 29,0 8 CMT

Table 1. CMT for ¥, ., and ;.

2l,cb M z:2,cm 1
of 00| & |11
g o1 B |10
¢ |10 B2 |o1
g 11| & oo
a'bl’alblaibi to satisfy the nominal reaction

14

conditions. However, suppose «! and #{ occur

at kth operation such that [,(S% /G[F)=
al' bl alad afbici Bf due to G{[£]. In this case,
P(1,(S"%,/

P35,

the observed sequence becomes

GilR ) =at" b7 af af bf ¢f where

b

However, we can identify o and pA{ from

vie?)= v(B})=1 at kth operation for each case
of Ale¥ =0 1,
o*te{al, Y} at (k—1)th operation, following

UFI Algorithm. Physically,

or vie* H=0 or 1,

A(c® is available

from the comparator (CP) output, which
corresponds to the difference information of the
controlled results. In addition, the identified

(af, (NVT, LVE, IV])) and
(NVT, MSLV?, HVY)) is classified into a

abnormal status of

(81,

(35D
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fault, so there exists K, on which S%, can be
reconfigured to meet the mutual fault-tolerance
between Gi[k] and G354 since R(I,(S%, /G[£])
ER pr k] the

from Proposition 1. Therefore,

feedback information g,(/,,(S%,/G\[#])) returns
1

interruption. The reconfiguration of S%, can be

to continue the current process without
done as follows: Let f2Xx @~ R be defined as
f¥o,q) =b, for o¢,e5 and ¢ inQ with the
binary number b,= &, 8% 52%* where b.(0,1},
e [1,0d(12D)], od(N)=M that

2" 1 N<2¥ in case of no duplication between

and such

the occurrence of events. Moreover, let A=,

with b= byby by  where  b,=f%0o,, q),
nell,l/]] fori= 6056y, and 7: R —R be
defined as #(f%(0, ) =r%o,9+2° in the
binary representation. From od(|Z,[)=5, let,

eg., fal",q})=00001, %67, q1) =00010,7%(al, a})=
00011, f°(f . g1) =00100, £ *(af , ¢}) = 00101, f°(b¢,45) =
00110, 7°(cf, a1) = 01001, F%(a?, ¢}) = 00110, f(af,q})
= 00111, £ , 4}) =01000, F(cf, ) =01001, F°(BF ai°)
= 01011, /(a5 , 43) = 00001, (85, g3) = 00010, /(a3 , 43)
= 00011, 7(b3, 43) = 00100, £°(c}, ¢3) = 00101, 7(at, ¢3)
=00110, £°(b5 ¢3)= 00111, £*(c}, a3 = 01000
g€ Q) isll,1Q] dhe Qi<ll1,1Q]
described in Table 2. Then f(I,(S%, /G [k))=
0000100010000110011000111010000100101011
we know f(af, a})* 2(f¢(a}, ¢D)) with
Simand £, 0% o7k, a)) with BIe Ty .
u(cp)= (89
CMT, we can formulate K, such that AK,)=
T 0o (S%,/1GiTE))

where

and are

and

ale

Since  w(ch)=p(at)and from

B ik h
as  Ko=ab by o} af b} c}.

Therefore, it becomes R([,(S%,/ G [E)Ky)=
R(al" 6" af of af bi ¢f B} ab b3 ¢4 a5 by cb)= R(a} b} &}
Bl af by al bhal b,  which

fault-tolerance between G;[#] and GJ[%].

assures the mutual

In the other respect, if G{[#] contains o (or
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BT then it can also be

Ua)=1(or BN =1) from UFI Algorithm. and

identified by

lao(SpA,/Gl[k]) = df"ainafbfafbf (Or
7).
(87, ¢i%)) turns out to be a failure in this case

from R (1,,(S%, /Gi[#])) & R e, [#].  Physically,

it results in

al by ¢ BT af bl af Further, (o ¢!) (or

it
means that an instantaneous deviation of the
MUD/TEAL/Donor feed rate from the nominal set
value in the prepolymerization reactor can not be
by of the

polymerization reactor. Hence, g2(1,,(S%,/G\[£]Y

compensated any measure

returns 0 requiring  S%, to stop the current

process promptly and to do the failure diagnosis.

E 2. GIAT GIlAS FEA AR o]kl
A5 Sl gt Aeixel
Table 2. States definition for parts of DEMs

of Gik] and G3lA].

Q1 | Contents Q2 | Contents

qﬂ (IVlm,Ile, I‘/la) qﬂ 1V2p, )
g | @V IVE, Ive) a | (ZVF ’IV2 )
q (NV™, IVE, TVE) q (NVzp,IVzh)
Q4 (Nvlm: Lleu IVla) q (NVZP) L‘/2h)
g | (VY NVE T g | (VS NV
¢ | (NVI*, NVP, LVP) @ | (HVE,1V3)
& | (NV, NV, NV & | (EV], L)
9 | (NV*, MSNVP, IV{) a3 | (HV,NVp)
g | (NVI™, MSLVP, LV 4 | (HVf, HVP)
& | (NV*, MSLVE, NVP?)

q° | (N, MSLV?, HVY)

gt | (NV™, MSLVY, MSHVY)

of? | (HV, IV, IVY)

VI. Conclusions

In this paper, we have considered the problem
of multiagent fault-tolerant supervisory control
of

observation. To resolve the problem, we have

serial production systems under partial

proposed an unobservable fault identification
scheme utilizing the difference information of
the controlled results and the synthesis of agent
the fault-

cascaded processes

supervisors guaranteeing mutual

tolerance between unit
based on the fault

characteristic of the proposed scheme lies in the

identification. The major

RS A ALY 25 9] HE ol E Yo
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fact that it allows as much autonomy as
possible for each agent supervisor and the least
shared information between agent supervisors
cooperating for overall goals in view of mutual
fault-tolerance. The emphasis has been on the
case study of the fault-propagation control of
polypropylene prepolymerization and polymeri-

zation processes.
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