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Abstract

Psychoacoustic model based methods have recently been introduced in order to enhance speech signals corrupted by
ambient noise. In particular, the perceptual filter is analytically derived where the frequency content of the input noisy
signal is made the same as that of the estimated clean signal in auditory domain. However, the analytical derivation

should rely on the deconvolution associated with the spreading function in the psychoacoustic model, which results in an
ill-conditioned problem. In order to cope with the problem associated with the deconvolution, we propose a novel
psychoacoustic model based speech enhancement filter whose principle is ¢he same as the perceptual filter, however the
filter is derived by a constrained optimization which provides solutions to the ill-conditioned problem. It is demonstrated
with artificially generated signals that the proposed filter operates according to the principle. It is shown that superior
performance results from the proposed filter over the perceptual filter provided that a clean speech signal is separable

from noise. (Classification No. 3.2)

I. Introduction

Speech enhancements have been actively studied for
facilitating human-machine interface and mobile communi-
cations in noisy environments[1]-[8]. The short-time spectral
amplilude (STSA) -based methods including the spectral
subtraction rely on the assumption that speech signals and
noise are uncorrelated, Also, the STSA-based methods
take advantage of the unimportance of the shott-time
phase. Therefore, these methods modify the amplitude
while preserving the phase of imput noisy speech signal
for the reconstnuction of the estimated clean speech signal.

Recently, speech enhancement methods incorporating
psychoacoustic model, which is already widely used in
perceptual wideband audio coding, have been introduced
[4], [6]-[8). The psychoacoustic model is a mathematical
model of the masking behavior of the human auditory
system. The masking is a perceptual property, by which
the presence of a strong signal makes the spectral and
temporal neighborhood of weaker signals imperceptible
[9). Empirical resulis also show that the human auditory
system has a limited, ﬁequcncy-dependent resolution over
which the human ear seems {o integrate. This dependency
can be expressed in terms of critical bandwidth of 100Hz
for frequencies below 500Hz and approximately a third
octave for frequencies above 500Hz [9], [10). The speech
enhancement methods incorporating the psychoacoustic
model can be classified as the STSA-based methods
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since the short-time amplitude is modified;, however, the
modification takes the auditory system into account. One
of them is the perceptual filter, which is analytically derived
where the frequency content of input noisy signal is
made the same as that of the estimated clean signal in
auditory domain. On the other hand, most psychoacoustic
model based methods exploit the masking property of the
auditory system. The input noisy signal is processed with
finear or nonlinear filtering such that the audible parts of
the noise are masked by the estimated clean signal or in
the least, the best tradeoff between noise reduction and
speech quality is made. However, we note that the
perceptual filier should rely on the deconvolution associated
with the spreading function in the psychoacoustic model,
which resufts in an ill-conditioned problem{10], [11}. In
addition, we find that masking property based methods
cannot mask audible parts of the noise completely
because the methods process the noise such that their
psychoacoustic representations fall below the masking
thresholds of the estimated clean speech signal, which
results in reducing the masking threshol at the same time
for a single-microphone situation. ‘Therefore, the psychoacoustic
representation of the noise remains above the masking
threshold unless the psychoacoustic representation is
reduced o absolute thresholds of hearing, which may
cause drastic distortions of the speech signal.

In order to cope with aforementioned problems, we
propose a novel psychoacoustic model based speech
enhancement filter whose principle is the same as the
perceptual filter, however the filter is derived by a
constrained optimization which provides a solution to the
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illconditioned problem. It is demonsirated with a sinusoidal
signal and a random mnoise that the proposed filter
operates acconding to the principle in conirast io the
perceptual filter. It is shown that superior petformance
results from the proposed filter than the perceptual filier
assuming separable clean speech signal from noise.

The perceptual filter is reviewed in Section H. In Section
IlI, the novel psychoacoustic model based speech enhanc-
ement filter utilizing the constrained optimization is proposed.
In Section 1V, its performances are demonstrated by
comparing experiment results of the perceptual filter and
the proposed filter. The conclusions are drawn in Section V.

II. Reviews of the perceptual filter

The perceptual filter exploits the psychoacoustic
representations of signals that include the time and the
ftequency-domain smearing in the auditory system(4]. Let
x(») be a discrete-time signal. This signal is transformed to
the frequency-domain tepresentation according to overlap
addition method,

Xk, i) = Eu’(?x)x(n+offi)e"z"‘w "

where w(n) is a window function, and N is the
Fourier transforra length, and off; is the window drifting
factor. The power spectrum of the signal is given by

Xlked= | X, (k)2 0SkSN—1. @

From the power spectrum, the total energy per critical
band is calculated as
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where 5 is the critical band index, and a4(b) is an
ouier-to-inner ear transformation function, and 4, and
%y are the fower and upper bounds, respectively, of the

critical band A and B is the total number of ctitical
bands. Then, the time-domain smearing is described by

X{b, =X (b, )+ THBX,(b,¢-1), 0<bsB—]{4)

where T[&) is an exponential function. The function
X[£b,7) is then convolved with the basilar membrane
spreading function, which provides the frequency-domain
smearing.
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As shown in Eq. (5), the spreading fimction is expressed by
two different functions, S| for frequencies above the
critical band & and S, for frequencies below the band
b A linear filter H(d,7) is introduced whose gain is
assumed to be constant within the same critical band.
The enhanced speech signal is given by

R (b D=HD, DY kD), hy<h<hy, 0SSB—1 (6)

where Y, (%2 is the power spectrum of the noisy
speech signal. The perceptual filter modifies the power
spectrum of the noisy speech signal so that the resulting
psychoacoustic representation is the same as that of the
clean speech signal.

Rib,D=X,(b3, 0sbsB-] %)

With the assumptions of §=2, 1+0.002(b- v)dz~1
and with some mathematical manipulations, Eq. (7) becomes

LSS0 Ban(s) FLTE D e m Yo, ml) = X, (5.
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where the spreading function SS includes S, and S, in
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summation in Eq. (8) corresponds to the frequency-
domain smearing whercas the nested summation
corresponds to the time-domain smearing. It is assumed
that the enhancement process is petformed by the same
filter H(b, #} for all time frames and critical bands.

H(y,my=H(b,?), (0<v<B-], 0sm=; 9)

Substutution of Eq. (9) into Eq. (8) becomes

H(b, D S50, Bao(®) B T5"() ¥iclo, m1) = X459
, 0<b<B-1. (1)

The summation on the Ieft-hand of Eq. (10) is the
psychoacoustic representation of the noisy speech signal.
Therefore, the time-frequency model dependent filter can
finally be expressed as

B~1
Y [5,(v - B)X, (v, )"

}2}6
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The perceptual filter that considers only the
frequency-domain smearing is given by

HAb, s)=~§:ﬁ—’3, 0sb<B-1 (12)

where X',(b,s')=X;(b, 3) | Ty (=0 -

The analytical derivation of the perceptual filter is
possible by assuming that the filter remains the same for
all dme frames and critical bands as in Eq. (9). This
assumption is taken in consideration of the fact that the
psychoacoustic representation is a very slowly varying
function with the time and the frequency-domain
smearing. However, the filter gains result in independent
from those of adjacent critical bands, which have to be
interrelated due to the spreading function. Therefore, the
previous assumptions have led to the oversimplified
psychoacoustic representations of signals. The filter gains
may be similar in adjacent critical bands and time
frames, however it is not appropriate to assume that the
gains are the same for all time frames and critical bands.

1I1. Psychoacoustic Model Based Speech
Enhancement Filter

The analytical derivation of an enhancement filter
involves the deconvolution associated with the spreading
function in the psychoacoustic model as in Eq. (8), which
results in an ill-conditioned problem. The approach often
leads to artifacts such as negative energy for the
estimated speech signal {10], [11). In order to cope with
problems associated with the deconvolution, we propose a
novel psychoacoustic model based speech enhancement
filter whose principle is the same as the perceptual filter,
however derived by a constrained oplimization.

Since powers of the spectral lines are summed within
each critical band to form the psychoacoustic
representation of the noisy speech signal Y/4,4), the
filter gain H(5, #) is assumed to be constant within each
critical band as shown in Eq. (6).

Considering that the psychoacoustic representation of the
noisy speech signal at a certain frequency is found by
summing the spreaded powers of Y,(d,#) in adjacent
critical bands, the psychoacoustic represeniation at that
frequency can be modified by weighting the powers of
Y(b,# in adjacent critical bands. Therefore, Eq. (8)

can be expressed as
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where 7 is a frequency index. As shown in Eq. (13),
SS[v, NIY,(v,4) is the spreaded power of Y,(b,7)
at frequency index ;- comesponding to the critical band
index of &(7) from the power of Y (v,#) at the critical
band index ». Evaluation of Eq. (13) at the properly
chosen frequency set results in the linear algebraic
equation in the foom Y- k=% V is a matrix whose
size is the number of frequencies evaluated by the
number of critical bands, and whose clememis of each
row are the spreaded powers of Y[(d,7) at the
frequency of evalualion from the power of VY /(v,7) at

the comesponding critical band. The vector k consisis of
the filter coefficients H(d, s}, whose size is exactly the
nomber of critical bands. The vector x consists of the
psychoacoustic representation X,(b,1) at the frequencies
of evaluations, whose size is exactly the number of
frequencies evaluated, The number of unknown, ie., filter
coefficients can be greater or less than the number of
the equations depending on the frequency set, which can
be solved by the method based on singular value
decomposition (SVD). However, it is found that the SVD
based solution occasionally results in negative values as
the filter coefficients depending on noise lJevel, which
gives rise 1o negative powers. ‘In order to cope with this
problem, the problem is formulated as a constrained
optimization problem as follows:

T\ Y- h—xl, suchthat 0<ho, by.... 51 <1

(14
It is expected that the resulting psychoacoustic
representation X ,(b,7) may be somewhat different from
the constrained psychoacoustic representation X (3, £)
because the spreading function depends on the power
level of Y,(b,4). Since the higher power of Y,(d,i) is
spreaded more gradually, the resulting psychoacoustic
representation  of the estimated clean speech signal
X (6,5 is expected to fall somewhat below the
constrained psychoacoustic representation X b, 7). However,
it is found from a series of experiments as will be
shown in the next section that the psychoacoustic
representation of the estimated clean signal results in
closer to the clean signal than the perceptual filter.
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IV. Experimental resulis

The perceptual filter and the proposed speech enhancement
filter are tested for comparison with both artificially
generated signals and real specch signals. In both tests,
the psychoacoustic model, originally developed for MPEG
audio coding, is modified to accommodate the icst
signals{12]. The psychoacoustic model 1 of MPEG audio
supporting thc sampling rate of 32KHz and the frame
sizc of 1024 samples is modified to accommodate the
test signals with the sampling rate of 8KHz. Accordingly,
the frame size is reduced from 1024 samples to 256
samples to maintain the same frequency sesolution of the
FFT. The number of subsampled frequencies, at which
the masking thresholds are evaluated in the MPEG audio,
is rcduced from 132 to 78, and the number of the
critical bands is reduced from 24 to 17, which covers
bascband of the test signals, 0-4kHz. The psychoacoustic
representation of signals can be obtained by removing
the masking index and the absolute threshold terms from
thc masking threshold in the MPEG audio [12], (I3].
Since the psychoacoustic model considers only the
frequency-domain smearing, the perceptual filter, which
includes enly the frequency-domain smearing, is implemented
for the comparison tests,

A sinusoidal signal with the amplitude of 1000 and
the frequency of 1000Hz and a pscudorandom noisc in
the range of -50 o 50 are gencrated for demonsirating
the validity of the proposed speech enhanccment filter in
contrast to the perceptual filter. The psychoacoustic
representations of the noisy signal produced by adding
thc sinusoidal signal and the noise, the sinusoidal signal,
and the enhanced signal are shown in Fig. 1 (a) and (b)
for the perceptual filter and the proposed filter, respectively.
The psychoacoustic representations of the signals are
evaluated at the subsampled frequencies that span critical
bands. Therefore, thc gain of the pereeptual filter is
detcrmined by taking the ratio of the maximum value of
the psychoacoustic rcpresemtation of the sinusoidal signal
and the maximum value of the noisy signal in cach
critical band as in Eq. {(12). On the other hand, the
proposed filter processes the noisy signal according to
the Eq. (14) using the psychoacoustic rcprescntation of
the sinusoidal and the noisy signal, evaiuated at the 78
subsampled frequencies, The initial valves of elements of h
are assigned 10 1s, which corresponds to no modification
of the noisy signal. The psychoacoustic sepresentations of
the enhanced signals are calculated using the frequency
contents of the enhanced signals using Eq. (6).
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Figure 1. Psychoacoustic representations,
(@) Perceptuat filter, (b) Proposed filter.
—— Noisy signal — +— - — - Enhanced signal
.......... Sinusoidal signal

It is shown in Fig. 1 that the pcrceptual filter produces the
psychoacoustic representation of the enhanced signal
different from that of the sinusoidal signal whecreas the
proposcd filter provides exact solution except in the
natrow frequency region around S00Hz. This is caused
by the fact that the perceptual fifter merely adjusts peak
values of the psychoacoustic representation of the noisy
signal at each critical band such that the peak values
become the same as the corresponding psychoacoustic
representations of the sinusoidal signal. Thercforc, the
psychoacoustic reprcsentation of the enhanced signal
results in higher than that of the sinusoidal signal due to
the spreading of the sinusoidat and the noise components,
which is promincnt in noisc dominant regions in Fig. 1
(a). Moreover, it is expected that the processed noise
becomes audible in the perceptual filter considering that
the psychoacoustic tepresentations are higher than the
masking thresholds by the masking index [13]. On the
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other hand, the proposed filter secks a solution teking
spreadings of adjacent critical bands into account, and
thus the psychoacoustic representation of the enhanced
signal results in almost a perfect rendition of the sinusoidal
signal. The negligible discrepancy from the psychoacoustic
representation of the sinusoidal signal aroumd 600Hz is attributed
to the numerical ervor associated with the optimization,

The above test is performed to demonstrate the validity
of the proposed speech enhancement filter using a single
frame of the artificial signals. As a second lest, the
enhancement of the bus noise-corrupted female speech
signal by the theoretical STSA limit is compared against
both the perceptual filter and the proposed filter assuming
that the clean speech signal and the noise are separable.
We adopt this assumption in order to rule out the signal
distortions caused by the estimation of the noise in
single-microphone situation. The theoretical STSA limit is
obtained by reconstructing the speech signal using the
spectral amplitudes of the clean signal combined with the
phases of the noisy signal while adjusting the amplitude
of the nois¢ such that the distortions are not perceived
in the reconstructed specch signal. Therefore, the STSA
limit, as its name implics, is theoretically the best
obtainable enhanced speech signal for the STSA-based
method. The amount of noise allowed by the STSA limit
is the maximum perceptually suppressible noise level. We
perform this test under such worst condition in order to
make the comparison distinclive. In this test, FFT size is
set equal to the frame size of 256, and it was shown
that the temporal aliasing caused by circular convolution
is negligible [2]. The analysis frames are overlapped with
adjacent frames by 50% and the c¢nhanced specch signal
is obtained by the overlap addition method.
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Figure 2. Time-domain plots,
{a) Clean speech, (b) Noisy speech, (¢)STSA limit,
(d) Perceptual filter, (e) Proposed fileet.
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Time-domain plots for the clean speech signal, the noisy
speech signal, the enhanced speech signals by the STSA
limit, by the pereeptual filter, and by the proposed filter
are shown in Fig. 2, The enhanced speech signal by the
proposed filter is closer to thc STSA limit, whereas the
perceptual  filter produces relatively a  noisier speech
signal, which is consistent with the result of the first test
with the artificial signals. For numerical comparisons, the
following objective evaluation is performed using the SNR
measurement, defined as

S onz(n)( )
NR,= 10 log y—— (dB
’ &_}:d(n)z
? (15)
>, +%()
SNR,= 10 1ogyy—=—— (aB)
Zlo(m -l

where  x{n) is the clean speech signal, d{») is the
additive noise, @ (#) is the signal under the measurement,
ie., the enhanced spcech signal, and & is the length of
the signals. The SNR; and the SNR, are the SNR of
the noisy specech signal and thc enhanced speech signal,
respectively, and the difference between two values
indicates the SNR improvement through the enhancements.
The SNR measurements for the female spcech scntence
in Fig. 2 and an additional male speech sentence with
the bus noise allowed by the STSA limit and with half
of the noisc comcsponding to the STSA limit are depicted
in Table 1. Along with that, the pair comparison results
for subjective speech quality assessment arc given. In the
pair comparisons, listencrs arc played cach pair twice and
asked to choose the version they prefer.

Table 1. SNR measurements and pair comparisons.

Female Speech Sentence
SNR(dB) Mcthod  SNRo(dB)  Prefurence(%) Not Sure(%)
78 Percepiual 108 0.0 0.0
(STSA Limit) Proposcd 122 100.0
139 Percepual  15.7 5.0 5.0
Proposed 160 900
Male Speech Sentence
SNR{(dB) Method ~ SNRy(@B)  Proference(%)  Not Sure(%)
59 Perceptual 8.5 9.5 9.5
(STSA Limit) Proposed 9.5 81.0
1192 Perecptusl 136 50 0.0
Proposed 141 95.0
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Table i1 shows that the proposcd filter outperforms the
perceptuat filter in the SNR measurements, and with the
pair comparisons, the cnhanced speech signal by the
proposed filter sounds closer to the clean speech signal
than that by the perceptual filter. In addition, the pair
comparisons reveal that the perceptual filter produces

residual bus noisc in the enhanced speech signal.

V. Conclusions

We propose a novel psychoacoustic model based
speech enhancement filter, by which the frequency
content of the input noisy signal is made the same as
that of the cstimated clean signal in auditory domain as
the perceptual filter. The perceptual filter is analytically
derived by assuming that the filter remains the same for
all dme frames and critical bands, leading to the
oversimplified psychoacoustic representations of signats.
The analytical derivation should rely on the deconvolution
associated with the spreading function in the psychoacoustic
model, which resuits in an iil-conditioned problem, In
order to copc with thc problem associated with the
deconvolution, the proposed filter is derived by formulating
the problem as a constraincd optimization.

It is demonstrated with a sinusoidal signal and random
noise that the proposed filter produces cxact solutions
whereas the perceptual filter produces a psychoacoulic
representation of the enhanced signal, different from that
of the sinusoidal signal. For the specch signat corrupted
by the STSA limit, it is shown that the enhanced speech
signal by the proposed filter is closer to the STSA limit,
whereas the perceptual filter produces relatively a noisicr
speech signal. In addition, thc SNR measurements for
objective speech quality measurc and the pair comparisons
for subjective speech quality measure support the superority
of the proposcd filter over the perceptual filter.
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