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Bootstrap Median Tests for Right Censored Data
Hyo-Il Park ! and Jong-Hwa Na 2

ABSTRACT

In this paper, we consider applying the bootstrap method to the me-
dian test procedures for right censored data. For doing this, we show that
the median test statistics can be represented by the differences of two sam-
ple medians. Then we review the re-sampling methods for censored data
and propose the test procedures under the location translation assumption
and Behrens-Fisher problem. Also we compare our procedures with other
re-sampling method, which is so-called permutation test through an exam-
ple. Finally we show the validity of bootstrap median test procedure in the
appendix.

Keywords: Bootstrap Method; Censored Data; Control Median Test; Mood Type
Median Test.

1. INTRODUCTION

Suppose that we have two independent non-negative valued random samples
X1,...,Xm and Yy,...,Y, with continuous distribution functions F' and G, re-
spectively. Since the right censoring schemes are involved, we may only observe
that ‘ ‘

T; = min(X;,Cy), 6; =I1(X; <C;) and U; = mz'n(Y},Dj), N5 = I(Yj < Dj), ‘

where C1,...,Cy, and Dy ... Dy, are two independent non-negative valued cen-
soring random samples with arbitrary distribution functions. In order to avoid
the identifiability problem, we assume the independence between X; and C; and
between Y; and D; for each 4 andj. based on these samples, suppose that we are
interested in testing

Hy : F=@G
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by comparing medians. Brookmeyer and Crowley (1982) proposed Mood type
median test while Gastwirth and Wang (1988) considered the control median
test. In order to clarify our discussion, first of all, we introduce some notations.
Let F}, and G, be the Kaplan-Meier estimates for F' and G, respectively. Also
let

Op = F1(1/2) =inf {t : F(t) > 1/2}

and
Or,, = F,,"(1/2) = inf {t: Fn(t) > 1/2}

be medians of F' and Fy, , respectively. Also we define medians, ¢ and éGn of
Gand G, similarly. Finally, let 0, = (m/N)0p, + (n/N)fg, with N =m + n.
Then the control median test statistic, Viu, and the Mood type median test
statistic, Wy, can be expressed as

Vinn = Gu(0r,) —1/2  and Wiy = Gplbmn) — 1/2,

respectively except the multiplication of N for the derivation of asymptotic
normality. Usually, the tests procedures are implemented after calculations of the
consistent estimates of the asymptotic variances. Under the location translation
assumption, these procedures can be applied without much efforts for variances.
But for the case of

Hy : 0p =0g,

which is the case that we can not guarantee that F' = G even underHy : 8 = 6
and is known as the Behrens-Fisher problem in the literature, we have to estimate
the respective densities, which are contained in the expressions of the asymptotic
variances. Then the resulting tests may be very unstable. In order to detour
this unpleasant situation, we consider to use the bootstrap method. Therefore
we may consider the direct use of the differences of two medians as follows:

éFm

— éG | and émn - éGn-

n

Then by taking GG, on both terms of éFm — éGn and émn — éGn, we see that

~ ~

Gnl(0F,) — Gnlbs,) = Gn(éFm) —1/2=Vun

and

~

Gn(emn) - Gn(éGn) = Gn(émn) - 1/2 = Wnn.

Then we note that the control median test statistic is equivalent to the difference
between two medians. This point makes us to consider bootstrap median tests



Bootstrap Median Tests for Right Censored Data, 425

since the the bootstrap distributions of the quantiles for Kaplan-Meier estimates
are ready to be available and crystal-clearly to understand. Also we note that it
is impossible to obtain the exact test in case of censoring schemes are involved.
Almost all cases for censored data, tests rely on the asymptotic normality based
oun large sample approximation. Therefore it may be a reasonable alternative
procedure to use the approximate bootstrap distributions. In the next section,
we review the bootstrap methods for right censored data.

2. BOOTSTRAP METHODS AND BOOTSTRAP TESTS
FOR RIGHT CENSORED DATA

When we apply the bootstrap method to right censored data, first of all,
we have to consider the re-sampling methods. Following Efron (1981), there
are two re-sampling methods for right censored data, called the conditional and
unconditional bootstraps by Reid (1981). The distinction and procedures with
step-by-step approaches for the two re-sampling methods are well summarized in
Kim (1993). Also Efron (1981) showed the asymptotic equivalence between the
two methods. *

Then with either one of the two re-sampling methods just mentioned, we
have to consider how we can obtain the bootstrap distribution function. Since
the censoring mechanism may be involved in a complicated way, in general, it
may be impossible to obtain the distribution in theoretic arguments using the
combinatorics and so it is common to consider approximate bootstrap distribution
using the percentile method based on the Monte Carlo algorithm. Also Kim
(1993) discussed the validity of using the approximate bootstrap distribution
to estimate the distribution of the difference of two medians but he used very
heuristic arguments.

The applications of bootstrap method to the testing problems have been con-
sidered by many authors, Romano (1988), Efron and Tibshirani (1993) and Shao
and Tu (1995) among others. Recently, Davison and Hinkley (1997) provided
excellent discussions and various applications in nonparametric bootstrap tests.
At any case, for the bootstrap tests, there are two important common factors for
all testing procedures that we have to consider as follows:

(i) Select a test statistic, which is suitable for our hypotheses.

(if) Determine the null distribution function for the data under which we re-
sample.
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For the bootstrap median tests, we already have the test statistic as the
difference of two medians. Also the choice of the null distribution for re-sampling
becomes obvious for two sample problem. In the next section, we consider the
bootstrap median test procedures in a descriptive way. We provide the theoretic
validity of the application of bootstrap method to the control median test for
right censored data in the Appendix.

3. BOOTSTRAP MEDIAN TESTS

First of all, we consider the case of testing Hy : F' = G , which assumes the
location translation model. In this case, the bootstrap test procedures become
as follows. We consider the re-sampling from the combined sample. This means
that from (71,01),.. ., (Tm, d0m), (T1,m)s -, (Un, ), we draw B samples of size
N with replacement under the assumption that each (13,4;) or (Uj,7;) can be
chosen equally likely with probability 1/N. Then for each sample, we allocate the
first m observations as (17, 07),..., (T}%, 0, ) and the remaining n observations as
(UL,n1)s-- -, (Up,my). Then for each sample, we obtain Kaplan-Meier estimates,
E} and G; and calculate medians OAF;n and GAGE. Finally, we will have the B
number of the difference of medians, HAF;L — éG;- Since the testing rule is to reject
Hy : F = G for large values of épm ~ égn, it would be reasonable to count the
number of ép;l - HAGE whose values are greater than or equal to éFm - égn for
obtaining the bootstrap p-value, which is the smallest significance level required
to reject Hy. Let ‘

Proot = # {103, = b3| = 10, — 0,1} /B,

where §f, —0g,, is the observed difference of medians from (T3, 6:)’s and (Uj, n;)’s.
Then pPyog: is the approximate bootstrap p-value.

For testing problem of Hy : 0 = 8¢, which does not assume that F and G
belong to the same family of distribution functions, we may consider using the
t-studentized form for the test statistic such as

Or,, —ba,
\/va'r(épm) +var(dg,)

Since it is impossible to obtain the exact forms of var(dp,,) and var(fg, ) for each

m and n because of the involvements of censoring distribution, we may use the
following relations:

var(@r, ) =~ o*(F)/m  and var(0g,) ~ o*(GQ)/n,
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where 0%(F) and 0(G) are the asymptotic variances of /mfp, and Vg,
respectively. The derivations of the asymptotic: variances are postponed un-
til Appendix. Since the unknown densities are contained in the expressions of
variances, it seems reasonable to consider using the bootstrap consistent esti-
mates of var(éFm) and var(égn). However, in this case, we have to consider
the double bootstrap method to obtain the bootstrap estimates of var(fr, ) and
UGT(éGn). The double bootstrap method requires a great deal amount of com-
puting time. Therefore we will not proceed to use the t-studentized form but
consider again the simple form épm — g, Then in order to obtain the null dis-
tribution for re-sampling, let d :‘épm - éGn. Now we take re-sampling as follows:
We draw samples (77,67),..., (T, 0y,) chosen from (T4,01),..., (T, 6n) with
replacement with probability 1/m and (Uf +d,m),..:, (U* +d,n,) chosen from
(Ur+d,m1),...,(Un+d,n,) with replacement with probability 1/n. We note that
two medians for (11,61),. .., (Tm,0m) and (U1 +d,m),..., (U, + d,n,) coincide.
Then we calculate the quantity

0%, — 0%,
from (T7,6%),...,(Tn, 0p,) and (Uf 4+ d,m),...,(Us +d,n,) . Repeat this pro-
cedure B times. Let

Proot = # {10F,, — 05,1 > 165, —0c,|} /B.

Then Pyoo: is the approximate bootstrap p-value.

4. DISCUSSION AND AN EXAMPLE

In the previous section, we considered bootstrap test procedures based on the
control median test since the test statistic has relatively simple form. Also based
on the Mood type median test, we may proceed to obtain the bootstrap test in
a similar manner. At any case, if the null distribution for a given test statistic
is not accessible or contains any complicated (or non-obtainable) terms, then we
may consider using the bootstrap method and obtaining the approximate null
bootstrap distribution, which should be estimated in a sensible manner and can
be represented by p-values. ‘ |

In this section we show an example for illustration of our bootstrap median
test procedures. We use the data in Gamerman (1991) of gastric cancer data.
The data consist of two groups. Each group has 45 patients suffering from gastric
cancer. Group 1 received chemotherapy and radiation therapy while group 2 just
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received chemotherapy. Figure 1 shows the plots of the survival functions for
the two groups. Table 1 summarizes the test results for Hy : F' = G with three
different procedures. We obtained the p-value by the normal approximation for
the log-rank test. The permutation test implies that the re-samplings for the
null distribution were carried out without replacement and we used the control
median test statistic as the test statistic. The permutation and bootstrap tests
are based on-the 1000 replications each. From Table 1, we may conclude that
the bootstrap control median test may be compatible with right censored data.
Table 2 summarizes the test results for testing Hy : 8 = 0 with three different
re-sampling methods. The weird re-sampling (cf. Davison and Hinkley, 1997)
is to treat the numbers of failures at each observed failure time as independent
binomial variables with denominators equal to the numbers of individuals at risk,
and means equal to the numbers that actually failed. As we might have expected,
the differences of p-values among re-sampling methods are negligible.

Treatments for Gastric Cancer

1.0

_LHL —— Chemotherapy plus radiation

——- Chemotherapy alone

0.8
I

0.6
]

Proportion Surviving
0.4

0.2

0.0
1

Survival Time (days)

Figure 4.1: Survival Curves for Two Groups of Patients for Treatments for
Gastric Cancer
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Table 4.1: Tests of Eqﬁality of Distributions

Test p-value
Log-rank 0.039
Permutation 0:004
Bootstrap 0.002

Table 4.2: Bootstrap Tests of Equality of Medians

Bootstrap p-value
Case(or Ordinary) 0.073
Conditional , 0.069
Weird 0.044
APPENDIX

In this appendix, we show the validity of the use of the asymptotic boot-
strap distribution of épm — égn using the following notations of sub-distribution
functions and distribution functions. Let

FY(u) = Pr{Ti <uw,61 =1} , GMu) = Pr{U; < u,m =1},
I—HF(’U,) =PT{T1 >u} s 1—Hg('u,) :P',‘{Ul >’U,}.

Also let

(T <tdi=1) /t I(T; > u)dF (u) }
0

§(T3, 03,t) = (1 = F(t)) { 1— Hp(T) (1 — Hp(u))?

and

I(Uj < tymj =1) _/t I(U; > u)dGl(u)}_
0

€Wy ) = (1 - G { TSRS Teir:

Finally, let f and g be the respective densities for F' and G. Then it is simple to
check that for any ¢ € [0, 7r)

BIE(Ts, 65, 0)] = E[(§(Uj,m;,1)] = 0,
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b dF(u)
(1 - Hp(u))*’

t Ty
Var[¢(Uj,n;,t)] = (1 - G(t))2/0 ﬁ%'

Varle(Ts, 5, 8)] = (1 — F(£))? /

The following lemma is due to Lo and Singh (1985).
Lemma 1. Let o, 8 € (0,1) such that F is twice differentiable in [F~'(a) —
e, F~1(B) + €] for some & > 0, with the first derivative bounded away from 0 and
the second derivative bounded in absolute value. Then we have with probability
one,

1 m

Fpl(p) = F7Mp) = —— D &(T0, 6, F 1 (0))/f(F 7 () + B (p)
i=1

and

> (T 6, F 7 (0))/ F(F7H(p))
i=1
> Ty, 85, FHp))/ f(F~Hp)) + By (p)

=1

Fxlp) — Fptlp) =

1
m
1
m
with
supa<p<p|Bm(p)| = O(m™/*(logm)*/*),
sUPacp<p|Rin ()] = Op(m™>/*(log m)*/*).
Also we may have the same results with the same assumptions for G as is for

F in Lemma A.1..for G;1(p)— G~ (p)and G~ — G *(p) such as with probability
one,

Gr_zl(p)_ :'“_Zf 55, G (p))/9(G™ ( )) + Ru(p)

and

n

G p) - G2 ) =%Z£ (U5, G 9))/9(G ™ (9))

n

—%Zg 15 G ) /9(G7H ) + Bio)
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with
SUPa<p<sl Rn(p)| = O(n~*/*(log n)®/4),
supa<p<sRn(p)] = Op(n™*/*(log n)*/4).

Also we state the following results, which are due to Bickel and Freedman (1981).

Lemma 2. Suppose that X1, -, X, are independent identically distributed and

2

have finite positive variance 0. For almost all sample sequences X7,--- , X}

bootstrapped from Xi, -+, Xy, as n and m tend to oo:
(i) The conditional distribution of \/m (X}, — X) converges weakly to N (0, o2),
(ii) sy, — o in conditional probability: that is, for e > 0 ,

Pr{|sy, —o| > ¢|X1,..., X} = 0 with probability one.

Now we state our result. ‘
Theorem. Under the assumptions for F and G in Lemma A.1 and m/N — ),

VN O, =05, — (O, —ba.))

converges in distribution to a normal random variable with mean 0 and variance
o?(F,G), where

_ 1 =F(r)?* (%7 dF'(u)
o*(F,G) = X f2(6p) /0 (1 - Hp(u))?
+ 1 (l—G(Ga))Z/"G dG* (u)
1-=X  ¢%(0¢) o (1—Hg(u)?

Proof. From Lemmas 1 and 2 with Slutsky’s theorem, it is easy to show that

Vm(E;" (p) ~ Fr'(p) and vn(G 7} (p) - G (p))

converge in distribution to normal random variables with 0 mean and variances
o?(F) and ¢%(G), where

)2 (A =F(0p)? (o7 dF'(u)
(F) = / :

f2(6r) 1 — Hp(u))?’
2 . (1-G(8))? [P  dG'(u)
@) = f2(0c) /0 (1 —Hg(u)*
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Thus with the assumption that m/N — A, the Theorem follows.
Also we can eagily show that :

VN, — g, — @Or —0c))

has the same limiting distribution with v N (é}m - 95n — (g, — 0g,)). This
means that for the approximate distribution for (6r_ — 0¢,), we may use the
approximate bootstrap distribution based on (0% —0f ).
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