International Journal of Management Science
Vol 6, No 1, May 2000

Asynchronous Waste: An Alternative Performance
Measure for Pull Production Control Systems’

lI-Hyung Kim

Associate professor of School of Business Admunistration, Ajou University
San 5 Wonchon—Dang, Paldal—Gu, Suwon City, 442-749, Korea

{Recerved February 2000 , revision received April 2000)

ABSTRACT

An important objective of pull—based production control is to achieve synchramzed and smooth
productien flow 1 a multi—stage system that is subject to uncertainty. To our knowledge, previous
research has not generated a performance measure that captures this cbjeclive of pull-based pro—
duction control systems. In Lhis paper, we presenl an alternative performance measure for pull—
based production contreol systems. This performance measure 1s called asyncfironous waste which 1s
the total expected earliness and lateness of the material with respect to the inslant when the op—
eration 15 required. We examine the 1ssue of asynchronous waste in a two—stage kanban control
system.

1. INTRODUCTION

Pull-based production control systems have received considerable attention from
practitioners and researchers during the last decade because of their superior
performance over push-based production control systems. Since pull-based sys-
tems trigger production at the time needed and in quantity required, they have
less congestion and are easier to control [19]. It is often reported that the success-
ful implementation of such systems has greatly reduced both inventory level and
lead time [7].

Recently, researchers have developed formal models to analyze the perfor-
mance of pull-based production control systems. The most commonly used per-
formance measures for analyzing these systems can be classified into the follow-
ing four categories: (a) capacity related such as throughput rate, (b) inventory
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related such as work-in-proceas and finished goods inventories, {¢) customer
service related such as backorders, fill-rate and customer waiting time, and (@)
lead time related such as production lead time and cycle time [3]. Most models
have combined capacity related measures with inventory related measures; ie.,
maxinuzing throughput rate for a given inventory level or mimimizing average
inventories for a given throughput rate [2, 5, 12, 13, 20, 21]. Others have consid-
ered the trade-off between the inventory level and the service level; i.e., mini-
mizing average inventories whale satisfying a certain service level (in terms of the
average number of backorders, the average waiting time of customers, or the per-
centage of customers backordered) or minimizing the sum of inventory holding
cost and backorder cost using some estimated cost coefficients [9, 18, 20, 23].
Some others have focused solely on the lead time related measures which are
used in practice at Toyota Motor company to determine the number of kanban
cards required in the system [15, 16]. Some non-optimization models have exam-
med mdividual performance measures separately, instead of integrating multiple
measures, to analyze the effects of the system parameters on the performance of
the system [1, 4, 11].

An important objective of pull-based production control is to achieve synchro-
mzed and smooth production flow in a multi-stage system that is subject to uncer-
tainty [14]. To our knowledge, previous research has not generated a performance
measure that sufficiently captures this objective of pull-based production control
gystems. Ag indicated earlier, most models in the literature utilize performance
measures such as throughput rate and work-in-process inventory. However, these
measures, on their own, do not capture the performance of pull-based systems.
For example, performance measures based on throughput rate are appropriate for
traditional push-based manufacturing environment characterized by less-
competitive and stable markets where a firm may sell as much as it can produce
and where conventional unit cost-based accounting measures apply. If an objec-
tive of a pull-based control system is to maximize the throughput rate, the system
should be considered to be inefficient whenever it is idle, which is not consistent
with the basic philosophy of pull-based control systems. Consider another exam-
ple where the objective 1s to minimize work-in-process inventory. Since this objec-
tive is unbounded, most models have incorporated certamn arbitrary constraints
such as exogenously-required minimum service levels or throughput rates. Actu-
ally, low level of work-in-process inventory is not an objective of pull-based control
systems but a consequence of implementing such systems. These observations
motivated us to develop an inteprated measure that captures an important objec-
tive of pull-based production control systems.

Our new measure - asynchronous waste, can be described as {ollows: Consider
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an instant when a particular operation may need maternal from a preceding sta-
tion 1 which no material 1s available. This situation causes the operation to be
delayed, an event we call lateness. Consider a different situation; an operation
may not require certain material from a preceding station in which the material
18 already available. In this situation, the material waits at the in-buffer of the
station, an event we call earliness. Asynchronous waste is simply the total expect-
ed earliness and lateness of the system, and it can be congidered as an integrated
measure in the following senses: The impact of earliness on the system is holding
stock on hand, hiding some production and quality problems, and reducing flexi-
bility to market fluctuations. Although the waste associated with lateness is often
less emphasized than the waste associated with earliness. it may significantly
affect downstream operations especially when the traffic intensity of the system is
high The impact of lateness on the system 15 delaying subsequent operations,
incurring opportunity loss, and forcing other parts or materials to wait in assem-
bly operations.

In this paper, we examine the i1ssue of asynchronous waste in a kanban con-
trol system (the most commonly-used pull-based production control system). The
paper is organized as follows: We define the waste associated with earliness and
lateness in a kanban control system and present a way to measure such waste in
section 2. In section 3, we provide a two-stage model in which the inter-related
effects of earliness and lateness are analyzed. In addition. an approximation
scheme is presented in order to develop expressions for the performance measures.
In section 4, we report some computational experiments that analyze the behav-
ior of the system. Finally we conclude the paper with some future research in this
area.

2. ASYNCHRONOUS WASTE IN A KANBAN SYSTEM

We now define the waste associated with earliness and lateness in the context of
a kanban control system. In this system, the production order can be tnggered
only by the kanban eard. Thus, the arrival of a kanban card at a manufacturing
facility should be one of the necessary conditions for the operation. However, 1f
the manufacturing facility is busy, then the kanban card has to wait until the
facility becomes idle. Therefore, the arrival of a kanban card alone is not suffi-
cient to trigger production. In order to trigger production, the facility has to be
udle {ready to produce) and at least one kanhan card is at the facility. Earliness
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and lateness of the material can be defined with respect to the instant when the
operation is required.

Table 1 describes eight possible events that may occur at an instant for a
given operation keeping in view of the status of the station and material avail-
ability. The waste associated with earliness can be measured in terms of a period
of time that the material has to wait until 1t i1s required. The waste assoaated
with lateness can be measured m terms of a period of time that the operation
has to wait until the material is available.

Table 1. Asynchronous waste In a kanban control system

muatertal avallability
status of the station - -
available not available
1. kanban card arrived, facility idle synchronized lateness
2. kanban card arrived, faciiity busy earliness synchronized
3. kanban card nct arrived, facility idle earliness synchronized
4. kanban card not arrived, facility busy earliness synchronized

As an initial step to analvze asynchronous waste in a pull-based production
control system, we shall restrict our attention to a two-stage kanban system. In
this simple setting, we analyze the impact of the various system parameters on
the asynchronous waste and examine the behavior of the optimal kanban system
In addition, we compare the performance of a conventional formulation, which
maximizes throughput, to the performance of our formulation, which minimizes
asynchronous waste,

3. THE MODEL: A TWO-STAGE KANBAN SYSTEM

3.1 Description of the Model

In this paper, we consider a two-stage kanban control system which enables us to
analyze the interactions between preceding and succeeding stages while we can
enjoy the mathematical tractability. As shown in Figure 1, each stage consmsts of
a manufacturing facility (MF), two types of inventory buffer (IB. OB), and a kan-
ban beoard (KB). We assume that there 18 an mnfinite and instant (no lead time)
supply of raw materials in front of stage one. Demand arrives in single units. In-
ter-arrival times of the demand and the processing times of each stage are as-
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sumed to be independent random variables. In stage i there is a fixed number of
kanban cards, K. Production at stage 7 1 carred out in a batch with size Q..
We assume that the set-up time is incurred when the processor begins 1ts produc-
tion for each order (batch). The batch size of stage one is assumed to be an integer
multiple of the batch size of stage two; le, @ =m@y. mel". This assumption is

quite reasonable because having m less than one increases the number of set-
ups and the number of units waiting at the upstream stage, and aggravates asyn-
chronous behavior accordingly. Thas is exploited in deterministic multi-stage sys-
tems 1 the form of nested policies [17]. The finished products at stage [ are
stored 1n the containers, each of the containers holds exactly @, units. There is a

kanban card attached to each container. Hence, the number of the containers at

stage 1 1s same as the number of kanban cards at stage 1, K.

Supply Demand
of raw _____from
matenals customers

———— : Matarial Flow
.......... = Infarmation Flow

Figure 1 Schematic representation of a two—stage kanban system

The kanban system operates m the following way (our mechamsm is similar
to that of [12]): Whenever @, units are depleted from a container in out-buffer ; ,
the corresponding kanban card 15 detached from the empty container and 1s
transported to kanban board { located in front of stage i. At this point, there
are two possible courses of action depending on the state of out-buffer ;-1 (out-
buffer “0" means the supply of raw materals}) (a) If out-buffer -1 1s empty.
then the kanban card has to wait at kanban board i . (b) Otherwise, @, units are
depleted from the out-buffer and transported with the kanban card to in-buffer i,
The items transported to in-buffer [ are processed at processor ¢ on a first-
come-first-served basis. Once the processor produces @, units. the kanban card

which ordered the full container is attached to the container and 1s sent to out-
buffer ¢. In the event that a customer places an order and there is no finished
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goods mventory available in out-buffer two., we assume that this customer is
willing to wait until the finished goods become avarlable.

There are five important observations regarding the kanban system de-
scribed above. First, there are K, kanban cards circulating at stage I at any

point in time. Hence, the maximum inventory level in out-buffer 7 is equal to

K@, . Second, a kanban card is sent to the processor whenever a full container
(@, units) 1s depleted. Therefore, both the number of kanban cards K, and the

container size dictate the arrival process of the kanban cards at processor i.
Third, the container size &, affects the traffic intensity of stage i. Smaller

batches cause the workload on the facility to increase due to increased number of
set-ups. As the batch size increases, the traffic intensity decreases and the effect
of set-up times diminishes. Fourth, the number of kanban cards at stage one, K,

affects not only the inventory level at the out-buffer of stage one but also the time
that the kanban cards wait at the kanban board of stage two. Thig waiting time
may cause starvation of the processor at stage two. which in turn increases the
traffic intensity of the stage. Finally, the number of kanban cards at stage two,
K,, affects the inventory level at the out-buffer and the number of backorders. It

also affects the time that the kanban cards wait at the kanban board since it re-
stricts the maximum number of kanhan cards waiting at the kanban board.

3.2 Analysis: Determining Asynchronous Waste

Even for a two-stapge system, the exact expressions for the performance measures
are mathematically intractable. This is because of blocking and starvation that
may occur at the place where the two stages join together. To obtain approximat-
ed expressions for the performance measures, first we shall decompose the system
into two independent subsystems by ignoring the impact of the blocking and the
starvation. For each of the two subsystems we develop expressions for the per-
formance measures. Then, we shall consider interactions between the two stages.

3.2.1 Decomposition: An Independent Kanban Cell

Under the decomposition scheme no kanban card needs to wait at the kanban
board of stage two. Thus, the state of each independent kanban system can be
specified by (a} the number of items watting at the in-buffer, (b} the number of
finished items in the out-buffer, and (¢} the number of backorders. Let 7, be the

time for an item waiting at the in-buffer of stage i. We shall refer T7; as the in-

buffer lead time hereafter. Let TO, be the time for an item waiting at the out-
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buffer of stage 1. We shall refer TO, as the out-buffer lead time hereafter. Let
TB, denote the order response time: 1.e., the time that a demand (kanban card)

from a customer (succeeding stage) waits for an order.

In order to make the model tractable, we further assume that the arrival
process of the demand (customer order) 1s a Poisson process and the time needed
to produce a batch including a set-up time at each stage is exponentially distrib-
uted. In addition, the following notation 1s used in our model:

K, : number of kanban cards at stage ¢

@, : size of the container at stage 1§

d : demand rate of the product .
A, : arrival rate of kanban cards (batches) at the processor of stage i =d/@;
r; : set-up time for each order (batch) at stage :

p2; © umit production rate of the processor at stage @

§, . mean time {o process an order (batch) at stage i=1r, +Q,/p,

4 processing rate at the processor of stage 1 =1/8; = p, /(p,7; +@;)

p, . trafficintensity of stage i= A, /4 =dr, /@ +d/p;

m : ratio of batch size of stage one to that of stage two, me I"*

r, 1 root of the characteristic equation of Ky /M /1 queue at stage i

NI, : number of items waiting at the in-buffer of stage i
NO,: number of items waiting at the out-buffer of stage i

NB, . number of backorders at stage @

We now turn our attention to developing expressions for T7, 70O, and TB
for each stage. Since a kanban card {that triggers production) arrives at the kan-
ban board after &, units are depleted at the out-buffer, the inter-arrival times of

the order at stage ¢ have an Erlang distribution of order @, and mean &;/d.In

this casge, stage I can be modeled as an EQI M /1 guewing system. For stage two,

we have the following expressions for the performance measures {(Readers are
referred to the Appendix A for details):

— rf!“ a- réK._,—L)sz
dil-r)

ﬁg KzQz _ Qg_ -1 B r2(1 — pgrz(K—Q—l)Qz)
a 2d d(l - }"?‘Q! )

ey

(2)
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K,-1)Q, +1

_ (
TR, - 2% (3)
al -7y)

For stage one, we have the following expressions (Readers are referred to the Ap-
pendix B for details}

rlmQ, +1 (1 B I‘_.?FKl —lim@, )

ThH = £

%l _ KZ"”'QE _ (J’?’I.—l) QZ _ y N plerl((Kl’D"HUQz (5}
d 2d d(l-n) d(l—rlQE)

- (K, -1)m+1)Q, v _K,Q,

TBl = szlrl (1 rI ) (6)

d(1-n?)

3.2.2 Asynchronous Waste of the Complete System

Agynchronous waste of the gystem may occur at the places where the two stages
join together and they join supply or demand. At the place where stage one joins
supply there will be no waste associated with earliness or lateness since we as-
sume infinite and instant supply of raw materials. At the place where the two
stages join together both types of waste may occur. To analyze the waste we shall
examine an instant when a kanban card arrives at the kanban board of stage two.
Let X be the number of kanban cards waiting at the kanban board when the
card arrives. If the number of kanban cards circulating at stage two is fairly large,
finished items at stage one would not be blocked by stage two and would be im-
mediately transported to the cut-buffer of stage two. In this case, X is identical
to the number of backorders that would occur at stage one of the decomposed sub-
systems. Thus, the probability distribution associated with X when K, goes to

infinity 15 given by:

(- rlQ2 ) rl((K' “UmeNQ if x50
a, = lim PX=x)=1 pdl — ey K ma, f x=0"(when OB, =0) (7
]
i 1~ pyrifime, if x=0 (when OB, =0)

Note that, in equation (7), the probability that X will be zero is divided into two
cases: the case when the out-buffer of stage one is empty (x =0") and the case

when it is not empty (x = 07). Thus, the probability that the arriving kanban card
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will be 1mmediately served from the out-buffer of stage one 15 determined by
1- Z?:w a, .

Now, consider the impact of blocking which may occur when the number of
kanban cards circulating at stage two is limited by K. In this case, X can not
be larger than Ky -1 When X =K, +1+/, j20 in eguation (7), the number of
kanban cards actually waiting at the kanban board 1s K, -1, and the remaining
j+1 kanban cards are waiting at the out-buffer of stage two as backorders (The
actual number of backorders is j+1 multiplied by @; or (j+1)@5). In order to
make the kanban card which, under the assumption of unlimited K,, sees
Ky +j cards actually arrive at the kanban board, ;+1 kanban cards should be

processed at stage fwo. By considering all possible cases which may oceur during
the period of processing j+1 kanhan cards, we can assign the probability of the

cases when X is greater than or equal to K, into the cases when X 1s less

than K, . Thus. the probability distribution associated with X 1s given by:

ay=PX =x)=a.+ ka Plx+hkn = x) 0, (&)

where P{x+km — x) 18 the transition probability from state {(x+km) to state
x (Readers are referred to Appendix C for details about determining the transi-
tion proballity),

Next, we ghall examine an instant when a kanban card departs from the out-
buffer of stage two. Let ¥ be the number of kanban cards remaiming at the out-
buffer of stage two when the card departs, and b, be 1ts departure rate when

Y = v. By considering the limiting probability of each state at the out-buffer of

stage two. we can determine &, as follows (For the definition of the state and the

detailed calculation of the limiting probabilities, readers are referred to Appendix
A and Figure 8):

d 2
alk, . 5 d-n" if y=K;-1
by, = dPJ’Q2+1 = dpz(lﬁrz)rz(K!_l_y]Qfl if 1<y<K,-1 )

AP Yo uB g | AT TdO ) ) v =0
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The probability associated with Y can be determined by:

b,
ﬂyEP(Y=y)=K2—flb (10)

k=0 "k
Consider the waste associated with earliness and lateness occurring at the
place where the two stages join together. When a kanban card arrives at the kan-
ban board of stage two, there are two possibilities: It will be either immediately
served from the out-buffer of stage one or waiting at the kanban board until the
next item is available. (a} If it is immediately served, then @), units are trans-

ported from the out-buffer of stage one to the in-buffer of stage two. At the in-
buffer, these items will be either immediately processed or waiting at the in-
buffer depending on the status of the processor. In both cases, the waste associat-
ed with earliness occurs. This waste can be determined by the sum of the waiting
time at the out-buffer of stage one and the waiting time at the in-buffer of stage
two. (b) If the kanban card which arrives at the kanban board of stage two has to
wait (It is the case of out of stock at the out-buffer of stage one), either type of the
waste may occur. It depends on the status of the processor. Suppose X =x,0<x

<K;-1and Y=y 0<ys K,—x-1 when the kanban card arrives at the kan-

ban board of stage two. In this case, the number of orders (kanban cards) waiting
at the in-buffer and being processed at stage two is K, ~x—y—1. When a batch
is finished at stage one, at most m kanban cards which wait at the kanban board
will receive the finished items. Thus, the number of batches that should be fin-
ished at stage one before the kanban card under consideration (the card which
has just arrived at the kanban board of stage two) receives the finished items, ng.

18

nQ=‘>x+1-‘ (1)

n

where |_(x+1)!m-| is the smallest integer which 1s preater than or equal to

(x+1)/m . From the first to the (ng -1y batch, each batch will serve m kanban

cards, and the an batch will serve ngy kanban cards, where

ng=x+l-(mg-Lm 12)

When the thh batch is finished, two courses of action are possible depend-
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ing on the status of the processor. If the processor is busy, then the finished items
are still not late. The waste asscciated with earliness occurs in this case, and it 1s
measured by the sum of remaming processing time of the items which are cur-
rently being processed at stage two and the processing time of the items waiting
at the in-buffer of stage two. If the processor is idle, the waste associated with
lateness ocecurs and it 15 measured by the waiting time of the processor for the
orders (idle time of the processor) after the kanban card under consideration ar-
rives at the kanban board. However, if ny is greater than one, the kanban card

under consideration will be transported to the in-buffer together with ng-1
kanban cards in front of 1t. In this case, only the waste associated with earliness
occurs regardless of the status of the processor.

To develop expressions for the waste, we assume that the processing time
distribution of n batches at stage two is approximated by an exponential distri-
bution (Note that the actual distrbution is an Erlang distribution of order n).

Let RT(n) be the sum, measured at an instant when the n'* batch is fimished at
stage one, of the remaining processing time of the items which are processed at
stage two and the processing time of the 1tems waiting at the in-buffer of stage
two. The above approximation enables us to determine the expected value of
RT(n) using the following recursive formula:

E(RT(n)) = E(RT(n-1)+ processing time of m batches at stage two
— processing time of n'* batch at stage one)*
(E(RT(n—-1))+md,)*
22—, 2<n< 13
&+ E(RT(n-1))+md, n=Ta (18)
o 2

51 +(K2 —X*y—l) 52
The waste associated with earliness and lateness can be determined as follows:

WE,, =(1- P (outof stock at OB, ) E(TO, +TI, | aut of stock at OB;)
+ P {out of stock at OB,}E (RT(ng) + processing time of

(ng —1) batches at stage two )
K,-1

= T’O_]-O-(lﬁ Z O;I) ﬁz
x=0"
K,~1 K,-x-1 ,B
+ 28 Y g ERTng)+(ng ~1)8) (15)

K, 1
x=0" y=0" Zk:uo /Bk
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WL,, = P {out of stock at OB,) E (processing time of ng‘ batch at

stage one — RT(ng —1)—processing time of m batches at

stage two)
Kz—x—l ﬁ 52
= ) a3 2 ( 1 ) (18)
xeix[nﬁﬁl,(}* <x=K, -1} * y=0 fji] * lﬁk 51 + E(RT(”’Q - 1)) + m'52

Note that f, is normalized for each xsuch that all the possible £, 0<y
< K, —x -1, are summed to 1.

Among the above two types of waste, it can be easily understood that the
waste associated with lateness, WL, , has certain impact on the performance of

stage two while the waste associated with earliness, WE,;, has no impact on the
performance. Specifically. WL, increases the idle time of the processor at stage

two, which in turn increases virtual traffic intensity of stage two. One stmple way
to capture this impact 1s to consider WL, as an additional time to process a

batch at stage two. By invoking this simple approximation, we determine the
waste occurring at the place where stage two joins demand as follows:

WE, = TO: when mean processing time is 55” (17

WLy, = TB:> when mean processing time is §§M (18}

where 6M= 5, +WL,, .

3.3 Analysis: Finding an Efficient Kanban System

In order to determine an efficient kanban system (specified by the number of
kanban cards and the size of the container at each stage) that minimizes the total
asynchronous waste, we formulate the following mathematical program:

st. @ =m@y, mel® (209
K =1,1=12 21
ar: LB .
—1t =", 1=1.2 22
Q> =t (22)

Notice that the constraint (22) ensures that the traffic intensity of each stage is
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less than one [8].

In problem (P1), we treat all four types of waste in a single horizon. In other
words, we consider all of them as similar types of performance measures which
can be added together with same amount of weight. However, in some situations,
we may need to treat WL, differently. Speaifically, WL, can be considered as

an external performance measure which can be observed by the customers while
the other three can be considered as an internal performance measure that moni-
tors the effictency of the system. One way to handle this case is to formulate the
problem in a way that the trade-off between the two (internal and external) per-
formance measures can be analyzed. In this paper, we consider the demand as an
order from some other downstream operations or facilities. Thus, WL,, 1s inter-

preted as a part of the internal performance, and we limit our analysis to problem
(P1).
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Figure 2. Asynchranous waste vs. the size of the containar for the case when d =8,
n=py=10, 7,=7,=01. K,=8, K,=4, m=1

It can be easily seen from equations (15), (16), (17}, and (18) that the objective
tunction of (P1) is a complicated function of our decision variables. Since devel-
oping an efficient algorithm to solve the problem (P1) is not a main objective of
this paper, we use an exhaustive enumeration approach to find a near-optimal
solution by incrementing the decision variahles from their minimum values to a
fairly large number. We analyze, by means of numerical experiments, the sensi-
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tivity of system performance with respect to changes in aystem parameters. Fi-
nally, we compare the performance of a conventional formulation, which maxi-
mizes throughput, to the performance of our formulation, which minimizes asyn-
chronous waste.

4. NUMERICAL EXPERIMENTS

In this section, we report some results of numerical experiments whose purpose is
twofold: (a) to examine the accuracy of approximation discussed in section 3.2.2
and (b) to analyze the behavior of the kanban system. [n our 2-gtage model, there
are five system parameters; i.e., the mean inter-arrival time of demand, the proc-
essing rate per unit at each stape, and the set-up time at each stage. We have
designed different problems by varying system parameters as follows: 17 different
cases by varying d from 1.0 to 9.0 incremented by 0.5, 11 different cases by
varying p, from 7.5 to 12.5 incremented by 0.5 for each stage, and 11 different

cases by varying z; from 0.0 to 0.5 incremented by 0.05 for each stage.

We now examine the goodness of the approximation scheme in which we ap-
proximate the waste associated with earliness and lateness. Simulation is used to
determine near-exact values. Figure 2 compares the asynchronous waste deter-
mimed by the approximation scheme with the simulation results. In most cases,
approximated values lie within 5% variations of the simulation results. It 1s ap-
parent from the figure that the difference between approximated and exact values
may become larger when the traffic intensity of the system 1s higher (the size of
the container is smaller) or the number of kanban cards is smaller (figure not
shown). However, it is observed that the general behavior of the system (shape of
the curves shown in the figures) determined by the approximation scheme is very
similar to the simulation results although the approximated values differ sub-
stantially from the simulation results in some cases.

Next, consider the impact of the size of the container (@,) and the number of

kanban cards ( K;) on the asynchronous waste. As the size of the container (batch

size) decreases, the traffic intensity of the system approaches one, leading to the
rapid increase in waste associated with lateness. As the batch size increases, the
scale effect becomes predominant, leading to the linear increase in waste associ-
ated with earliness, For the batch sizes in-between, the asynchronous waste goes
through a minimum [8]. In general, the asynchronous waste has a sharp mini-
mum and is sensitive to the choice of the batch size. On the other hand, the rela-



Asynchronous Waste: An Alternative Performance Measure for Pull Praduclion Control Systems 51

tionship of asynchronous waste with the number of kanban cards 1s somewhat
different: The asynchronous waste has a flat minimum and is relatively mnsensi-
tive to the choice of the number of kanban cards. When the number of kanban
cards at the first stage is small, we can observe the steep changes in asynchro-
nous waste. The decrease 1 the number of kanban cards at the first stage will
delay processing at the second stage, which in turn causes a significant increase
in asynchronous waste especially when the traffic intensity of the system 1s high.
This is simply because stage one feeds stage two.
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Figure 3. Optimal kanban system vs., the amival rate of demand for the case when
o =p, =10, 7, =7,=0.1

We now examine the sensitivity of the optimal kanban system to the system
parameters. Figure 3 depicts the relationship of the kanban system with respect
to the arrival rate of demand. The optimal size of the container at both stages
increases with the demand rate, and they are more sensitive at higher demand
rate. Note that some figures in the paper do not show points for @ when @, is

identical to @,. Regarding the optimal number of kanban cards, it is observed

that in the range of relatively low demand rate, the impact of increase in demand
18 absorbed by increasing the size of the container without increasing the number
of kanban cards. In the range of high demand rate which makes the traffic inten-
sity of the system close to one, the number of kanban cards at both stages in-
creases with demand rate. The number of kanban cards required at stage one
increases more rapidly than the number required at stage two in order to avoid
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the waste associated with lateness, WL, which delays processing at stage two.

When the traffic intensity 15 high, even a small delay may cause significant im-
pact on the performance of the system.
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Figure 4. Optimal kanban system vs. the processing rate at stage one for the case when
d=7. p, =10, r, =7, =01

Figure 4 shows the relationship of the kanban system with respect to the
processing rates at stage one. Since we vary the proceasing rate at one stage from
7.5 to 12.5 while setting the processing rate of the other stage to 10, the first half
of the range (from 7.5 to 10.0) represents the case of changing the processing rate
of a bottleneck machime and the second half (from 10.0 to 12.5) represents the
case of a non-bottleneck machine. It is observed from our experiments that as the
processing rate of a bottleneck machine increases, the optimal size of the con-
tainer decreases at both stages. The processing rate of non-bottleneck machine
has very little impact on the size of the container. The optimal number of kanban
cards is insensitive to the processing rate of either bottleneck or non-bottleneck
machines. However, when the traffic intensity of the system is high, the number
of kanban cards required at stage one increases rapidly as the processing rate at
the first stage decreases. This phenomenon is a mirror image of the previous case
when the demand rate increases close to the processing rate, leading to high traf-
fic intensity. It is also observed that the increase in the processing rate of a non-
bottleneck machine can not improve the performance of the system in terms of
the total asynchronous waste.
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Figure 5 shows the results of the experiment m which we fix the sum of the
mean processing rates of the two stages and vary the ratio of p; to p,. We can

chserve lighly skewed asymametry on the allocation of resources. Although more
intensive analysis 18 required to make a firm conclusion, it is suggested in this
example that we need more capacity toward the end of the line to ahsorb higher
stochastic variances at the downstream operations. A similar type of phenomenon
has been shown in the simple experiment by Goldratt and Cox [6].

Figure 6 shows the behavior of the optimal kanban system with respect to the
set-up times at stage two. We vary the set-up time at one stage from 0.0 to 0.5
while getting the set-up time at the other stage to 0.25. Thus, the first half of the
range (from 0.0 to 0.25) represents the case of changing set-up time of a non-
bottleneck machine and the second half (from 0.25 to 0.5) represents the case of a
bottleneck machine. The optimal number of kanban cards is virtually indepen-
dent of the set-up time at both stages. The size of the container increases with the
set-up times of both bottleneck and non-bottleneck machines, and the rate of in-
crease is gradual (approximately linear) rather than rapid (convex). The ratio of
the container size of stage one to that of stage two, @ /@,(=m), increases from

one to two then to three as the set-up time of stage two decreases {or the ratio of
the set-up time of stage one to that of stage two, 7;/7,, increases). It is also ob-
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served that the decrease of the set-up time of non-bottleneck machines as well as
bottleneck machines improves the performance of the system 1n terms of the total
asynchronous waste.
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In summary, the optimal number of kanban cards is quite robust except the
case of high traffic intensity. In this case, the number of kanban cards required at
stage one increases rapidly as the demand rate increases or processing rate of
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stage one decreases. The optimal size of the container is more sensitive to the
changes of the system parameters, 1t increases rapidly (convex) with the traffic
intensity of the system while it increases gradually (linear) with the set-up times,

Finally, we compare the performance of a conventional formulation, which
maximizes throughput, to the performance of our formulation, which minimizes
asynchronous waste. To compare the performance, we first determine the number

of kanban cards (K, /K;) and the size of the contamner (@ /@3), which mini-
mize the asynchronous waste. Then, we fix the total number of items circulating
in the system (@] /K| +@Q5/K;) and reallocate them to each stage such that the

throughput of the system 1s maximized. In both formulations, we use an exhaus-
tive enumeration approach to find near-optimal solutions. Figure 7 shows how the
conventional formulation behaves differently from our formulation in terms of the
two performance measures; asynchronous waste and throughput. Specifically, it
shows the percentage changes (difference between the two formulations divided
by the result of asynchronous waste formulation) reahized by the reallocation with
respect to the mean arrival rate of demand. When the demand rate is high (when
the traffic intensity of the system 1s greater than 0.75), the conventional formula-
tion increases the asynchronous waste by 10-20% while it increases the through-
put only by less than 2%. In the above experiments, it is shown that minimizing
asynchronous waste also results in a high throughput which is ¢lose to the theore-
tical maximum for a given number of items circulating in the system.

5. CONCLUSIONS

In this paper, we have presented asynchronous waste as an alternative perfor-
mance measure for pull-based production control systems. This new performance
measure is the total expected earliness and lateness of the material with respect
to the instant when the operation is required. We have defined the waste assoct-
ated with earliness and lateness n pull-based production control systems. We
have shown how this new measure can be applied to a two-stage kanban control
system. We have proposed an approximation scheme to find the mathematical
expressions for the asynchronous waste of the system. The accuracy of approxi-
mation has been examined by simulation. The sensitivity of the kanban system
with respect to changes in system parameters has been examined through nu-
merical experiments.
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While the model developed 1n this paper is limited, 1t offers some potential
directions for more complicated situations such as multiple products, non expo-
nential processing times, and more general demand processes.
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Appendix A. Performance Measures of Stage Two

Figure 8. Stale transition diagram of stage two

The net inventory (on-hand - backorders) level at the out-buffer of stage two can
be described by a Markovian model with the state transition diagram shown in
Figure 8. The system is in state k(k20) when the inventory level at the out-
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buffer 1s equal to k. In addition, the system is in siate k(k <0} when the num-
ber of backorder is equal to |k | . For this Markovian model, we can derive expres-
sions for the ]inﬁting probability, P,, that a system will be in state % as follows
[10]:

%—q(l—rff‘;’ﬂ"k“) i (K -1)@y <k < K@,

Pk =
pel-r)r VR i k< (K, 1)@y

(23)

where n, is the root of the characteristic equation Ferl QA+ pala)r + poldy = 0.
The total number of items at stage two is bounded by K,8;. When %k <0, there
are backorders and the out-buffer is empty. Hence, NI, =(K;-1)¢;. When
k>0, where % satisfles (j-1)@y <k < j@s,1<j<K,-1, it can be easily seen
that there are j containers at the out-buffer. Thus, NI, =(K, ~j-1}@Qs. When
(K, -1)q@y <k < K;Q,, all containers are at the out-buffer and the in-buffer is

empty. In summary, we have

(Ky-1)@Q, if k<0
NI, =4 (K, —j-1)Q, if (j-1)@y<k<jQs15<K,-1 (24)
0 if (Ko-1)Q, <k<K,0Q,

The expected number of items waiting at the in-buffer can be expressed as:

K,-1 J@,

NIz=Y Y (K—j-D@P+(K;-1)@,Y P, (25)
Jal k=(j-1)@, +1 k=0
In this case,
. NT @+l _ (K -1)6,
T, =Mz _n (-n (26)
d d(l-ry)
The expected on-hand inventory at the out-buffer can be expressed as:
- k@
NOz = Z k-B, 2mn

=0
In this case,



Asynchronous Waste: An Alternalive Performance Measure for Pull Preduction Cantrol Systems 59

TO; =

NO: _K@y @y -1 nd- Pzrz(K_2—l)Q2) (28)
d d 2d d(l-r)

Similarly, the expected backorder is given by NB: and the expected order re-

sponse time is given by TBs , where

—on

dﬁé? = z (_k)Pk

—  NBy pyriFeb@ ,
B = === 29
TB: == d{l—ry) (29)

Appendix B. Performance Measures of Stage One
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Figure 9. Condensed state transition diagram of stage one

Consider stage one of the decomposed subsystems. Since every order from stage
two is @, units at a time, we consider a condensed state transition diagram as

gshown in Figure 9, in which €, numbers of states are condensed and represent-
ed by one state. In figure 9, the system 1s in state k(k = 0) when the inventory
level at the out-buffer is equal to k@,. Since the maximum number of kanban
cards which could wait at the kanban board of stage two is limited by K,, the
number of backorders at stage one can not exceed K,@,. Thus, when the system
is in state R(-K, < k < 0), the mumber of backorders is equal to )k |Q2. When the
system is in state k(k <-K,), the number of backorders is equal to K,&,. The
limiting probability, P;, that a system will be in state % in the condensed state

transition diagram can be determined as follows:
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rl(K,m—-k]Qzﬂ (1 _ I‘lQE )

by - f (K -1ym<k<K
Pp= > Pi=ym m@y(L—r) f (K -Iym<k<Km (30

J
PhD@ prQ-ryr IR g (g - Dm

where 1, 1s the root of the characteristic equation r”®:*1

—(+ pm@y)r+ py
m@, =0. The total numher of items at stage one 1s bounded by K;m@;. When
k<0, there are backorders and the out-buffer 15 empty. Hence. NI, =(K; -
m&y, =0 When k>0, where k& satishes (j-Lym<k<jm, 1<j<K -1, it can
be easily seen that there are j containers at the cut-buffer. Thus, NI, =(K,
—-j—-1im@y. When (K -1¥n <k < Kjm, all containers are at the out-buffer and

the in-buffer are empty. In summary, we have

(K, -1ym@, if E=0
NI =3(K,-j-1im@, if -Dm<k<jm, 1<j<K -1 (31)
0 if k=Km

The expected number of items waiting at the in-buffer can be expressed as:

K -1 jm

Nhi=Y Y (K- Lm@P+(K, Dm@,Y P (32)
J=l k=(r-1im+l k=0

In this case,
_ _ ﬁl rlmQ! +1 (1 B rz(K, -1me,

Nh==53"= d(-n) 59)
The expected on-hand inventory at the out-buffer can be expressed as:
_ knm
NOL = Eosz Py (35)
In this case,
TO, ~ NOy _Km@ m-D@ on prQyr ! I (35)

d a 2d dll-n) (1 -1}

Similarly, the expected backorder (the number of items waiting at the kanban

board) 1s given by NB1 and the expected order response time is given by TR,
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where

20—

N ’Kz
NB) = Y (-R)Q, Py +E,Q, > B

k=-1 k=—(k, +1)
_T_B] _ E] _ szlrl(”(] _1)IIT+1)Q! (1 _ T'IKZQE)
d d(l—n%)

Appendix C. Determination of P{x+km — x)

Consider the transition from state x+k&m to state x, where

k =ky+w, w=0,12--

51

(36)

In order to make the transition, x+km — K, +1 batches should be processed at

stage two and % batches should be processed at stage one. Let E; and E, be

the events that a batch 1s finished at stage one and two, respectively, N g and

Ny and be the numbers of event E, and E,, respectively. Note that we sub-

tract 1 from the total number of event E; which is required to make the transi-

tion since the first event has to be K,

ATET =k—1
= (k-1 +w
=+, OSuS(KE-‘—l
m
Ng =x+hm-K;+1

(x+kgm — Ky +1)+win

=vp+wm, 0=2vEm

(87)

(38)

In this case, the total number of combinations of arranging two events, GN(),

can be expressed as:

(Ng + N
GN(N, Np m) =" "2
(Ng, Ng,m) Ng INg |

(39)
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However, there are certain types of combinations which may not be possible.
When K, kanban cards are waiting at the kanban board, the next kanban card

cannot arrive until a batch 1s finished at stage one. Hence, the number of con-
secutive E, cannot exceed m. The number of impossible combinations, IN(),

can be determined by the following recursive equations:

w-1
IZ"J(Z\/TEI Ng_ ,m) = Z (GI(s,sm,m)—IN(s,sm,mn))-
h s=0
GI(NE] -5, NEz —{s+1lim-1,m)
INu,v,m) =0, Yu,u,m (41)

(40)

In addition, we need to consider some other combinations which require special
attention. After m kanban cards receive finished items from stage one, the next
kanban card needs to wait until a batch is finished at stage one. Thus, E; has to
follow right after m consecutive FK,. Consider this m consecutive E, with one
E, as a restricted group. The maximum number of the restricted group 1s w.Ifa
certain arrangement has z restricted groups, 1<z <w, we can assign the re-
maining number of events to the z +1 positions in-between the restricted groups.
Thus, the number of restricted combinations, EN{), when the number of re-

stricted group is z can be determined as follows:

Wz W-z=§ Wi g
RN(Ng .Ng .m,2)= % 3 - 2. (GN(g,,mg;,m)
& =0 £, =0 &, =0

—-IN(g,,mg,,m)—SEN(g;,mg;,m)) -
-(GN(g_.mg,.m)y-IN(g, mg, m)-SRN(g,,mg,,m))

Z K4
(G]"J(I‘JEl -z— 8, Ng, —zm—-) gm,m}
b i=l

k4 Z
-IN(Np —z-3 &, Ng —zm-) gm.m)
=1

i=1
~SRN(Nj -2-3 g, Ng, —zm-Y gm.m))
=1 i=1

(42)

where SEN(N E, Ng ,m)= Z::l RN(N E N B> M 2). Finally, the probability

of transition from x+Fkm to x is given by:
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Px+hm —»x)= (GN(Ng, Ng,m)-IN(Ny , Ny, m)
~SRN(N , Ny, m)-p(E)"™, p(Ey)"= (43)

w
+ Z RN(NE, NEC’ m, z) p(El)Nf: p(Ez)NE:-z

z=1

where p(E))= Fi , =12



