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ARGUMENT ESTIMATES OF CERTAIN
MEROMORPHIC FUNCTIONS

Nak Eun CHO

ABSTRACT. The object of the present paper is to obtain some argu-
ment properties of certain meromorphic functions in the punctured
open unit disk. Furthermore, we investigate their integral preserving
properties in a sector.

1. Introduction

Let ¥ denote the class of functions of the form
1 o0
_ 1 Z k
f(Z) - 2 + £ agz ,

which are analytic in the punctured open unit disk D = {z : z €
C and 0 < |z| < 1}. We denote by £*(5) the subclass of ¥ con-
sisting of all functions which are meromorphic starlike of order 8 in
U =DU{0}(0 < S <1). The Hadamard product or convolution of two
analytic functions f and g in ¥ will be denoted by f * g.

Let
D" f(2) :_z—(#)”“ +f(z) (neNo={0,1,2,}
n+1 = (n)
- ( i >)

1
Tz
1 [o o]
=— Z c(n, k) akz ,
z =
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where
n+D)(n+2)--(n+k+1)

(k + 1)

For various interesting developments involving the operators D™ for
functions belonging to X, the reader may be refereed to the recent works
of Uralegaddi et al. ([3,10,11]) and others ([1,9]).

For analytic functions g and h with g(0) = h(0), g is said to be
subordinate to h if there exists an analytic function w such that w(0) =
0, |lw(z)| <1 (z € U),and g(z) = h(w(z)). We denote this subordination
by g < horg(z) < h(2).

Let

(1.2) =*[n;A,B]= {f €x: —Z(Dgfj(f(i))’(z) < iigz z€ u},

c(n, k) =

(k S No).

where —1 < B < A < 1. In particular, we note that ¥*[0;1—243, —1](0 <

B < 1) is the well known class of meromorphic starlike functions of order

B. From (1.2), we observe ([7]) that a function f is in £*[n; A, B] if and

only if

(1.3)

z(D"f(2))'(z)  1-AB
Drflz) | 1-B?

A-B
T B? (-1<B<A<L1; zel).

A function f € ¥ is said to be in the class X.(8,~) if there is a
meromorphic function g € £*(3) such that

!
—Re{zf (z)} >y (0<y<1; z€elU).
9(2)

Libera and Robertson ([4]) showed that ¥.(0, 0), the class of meromor-
phic close-to-convex functions, is not univalent. Also, ¥.(3,7) provides
an interesting generalization of the class of meromorphic close-to-convex
functions ([8]).

The object of the present paper is to give some argument estimates
of meromorphic functions belonging to ¥ and the integral preserving
properties in connection with the differential operators D™ defined by
(1.1). Furthermore, we investigate some applications of meromorphic
close-to-convex functions as special cases.
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2. Main results

To establish our main results, we need the following lemmas.

LEMMA 2.1 ([2]). Let h be convex univalent in Y with h(0) =1 and
Re (Bh(z) + ) > 0(8,v € C). If q is analytic in U with ¢(0) = 1, then

zq'(2) A (s
q(Z) ﬂQ(z) 5 s h( ) ( < )
implies

q(z) < h(z) (z€U).

LEMMA 2.2 ([5]). Let h be convex univalent in U and A be analytic
in U with Re A(z) > 0. If q is analytic in U and ¢(0) = h(0), then
q(2) + M2)2q'(2) < h(2) (z€U)
implies
q(z) < h(z) (z€lU).
LemMA 2.3 ([6]). Let q be analytic in U with q(0) = 1 and ¢(z) ‘75 0
in U. Suppose that there exists a point zy € U such that

s
(2.1) Iarg q(z)' < o for |z| < |zo|
and
s
(2.2) Iarg q(zo)l = o 0<a<l).
Then we have
20q'(20) .
(2.3) ) ko,
where
1 1 s
. > Z 2 _r
(2.4) k> 5 <a+ a) when arg q(zo) 5 &
1 1 i
< = it =_Z
(2.5) k< 5 <a+ a) when arg q(zp) 5
and
(2.6) q(z0)® = +ia (a > 0).

At first, with the help of Lemma 2.1, we obtain the following
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PROPOSITION 2.1. Let h be convex univalent in U with h(0) =1 and
Re h be bounded in U. If f € ¥ satisfies the condition

(D™ f(2))
_2_577:17(,:)_ <h(z) (z€lU),
then (D"4(2))
z z
—W < h,(Z) (Z EU)
for max,cyy Re h(z) < n + 2 (provided D™ f(z) # 0 in U).
PROOF. Let

__AD @)
1) =""bos(e)

By using the equation
(2.7) D" f(2)) = (n+1)D"* f(2) — (n+2)D" f(2),
we get

(n+1)D*t1f(2)
Drf(z)

Taking logarithemic derivatives in both sides of (2.8) and multiplying by
z, we have

2q'(2) _ D" f(2))
“q@tntz (2) = Drt1f(z)

(2.8) q(z) —n+2=—

< h(z) (z€lU).

From Lemma 2.1, it follows that ¢(z) < h(z) for Re (—h(z) + n+2) >
0 (z € U), which means

_z(D"f(2))
D" f(z)

for max,cyRe h(z) <n +2. O

<h(z) (z€lU)
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PROPOSITION 2.2. Let h be convex univalent in Y with h(0) = 1 and
Re h be bounded in U. Let F' be the integral operator defined by

(2.9) F(z) = zcil /0 T Fft)dt (c> 0).
If f € ¥ satisfies the condition
z(D" f(2))
_W < h(z) (Z € L{),
then DR ()Y
——z(Dn F((j))) <h(z) (z€U)

for max.cy Re h(z) < ¢+ 1 (provided D™F(z) # 0 in U).
PROOF. From (2.9), we have

(2.10) 2(D"F(2)) = cD™f(z) — (c+ 1)D"F(2).
et (D"F(2))
1) = ~""par(z)
Then, by using (2.10), we get
(2.11) a(z) — (c+1) = —cg:l{,((’?).

Taking logarithemic derivatives in both sides of (2.11) and multiplying
by z, we have

2q'(2) _ AP Ly
—q(z) + (c+1) +alz) = D™ f(z) < h(z) (z€lU).

Therefore, by Lemma 2.1, we have

_z(D"F(z))
D"F(z)

for max,cyyRe h(z) < ¢+ 1 (provided D"F(z) # 0 in U). O

<h(z) (zel)
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REMARK. Taking h(z) = 3£2 in Proposition 2.1 and Proposition 2.2,

1—2z

we have the results obtained by Ganigi and Uralegaddi ([3]).
Applying Lemma 2.2, Lemma 2.3 and Proposition 2.1, we now derive:

THEOREM 2.1. Let f € ¥. Choose an integer n such that

1+ A
>
"=1¥B

where —1 < B< A<1. If

Dn-l-l /

2,

for some g € ¥*[n + 1; A, B], then

where o (0 < a < 1) is the solution of the equation

asin 3 (1 - t(A, B))
(AAABIHA-L | o cos Z(1 — t(A, B))

(212) d=a+ %tan_'1 (

when
2 A-B
(2.13) ﬂAB%—Wml Qn+mu—3%—wr—Am)'
PROOF. Let

1 (D" ()Y
q(z)=‘1—7< Drg(2) ”)'

By (2.7), we have
(2.14)

(1-7)2q'(2)D"g(2) + (1 - 71)q(2)2(D"g(2))’ — (n + 2)2(D" f(2))’
= —(n+1)z(D""f(2))’ — v2(D"9(2)) ().
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Dividing (2.14) by D™g(z) and simplifying, we get
! 1 Dn+1 !/
SN W a1

(2.15) q(z) +

—r(z)+n+2 1—-4\ D tigz)
where A(D"g(2)Y
r(z) = _——D"g(z) .
Since g € ¥*[n + 1; A, B], from Proposition 2.1, we have
r(z) < 1+ Az.
1+ Bz

From (1.3), we have
—r(z) +n+2 = pe'?

where

1+B 1-B
—t(4,B) < ¢ < t(4,B)
when t(A, B) is given by (2.13). Let k be a function which maps U onto
the angular domain {w : |argw| < %6} with 2(0) = 1. Applying
Lemma 2.2 for this h with A(2) = _—r—(m, we see that Re ¢(z) > 0 in

U and hence ¢g(z) # 0 in U.

If there exists a point 29 € U such that the conditions (2.1) and (2.2)
are satisfied, then(by Lemma 2.3) we obtain (2.3) under the restrictions
(2.4), (2.5) and (2.6).

At first, suppose that ¢(z0)% = ia (a > 0). Then we obtain

20( DL F(20) 2oq' (2
arg [_1i7 < 0](-)117”19{2(0)0) +’y>] = arg ((I(zo) + ~r(z(())§-(i—(:1,)+2>
=T + arg (1 + iak(pe"'zt"’)_l)

2
nksin 5 (1 — ¢)
p+akcos Z(1— ¢)>

a+ tan™! ( asin 5(1 — (4, B)) )

(t2)A-B)FA-L | o cos 5(1—t(4,B))

{(n+2)(1+B)—(1+A) <p< (n+2)(1-B)+A—1

= T +tan™?
T2

v

S

NN oy
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where § and (A, B) are given by (2.12) and (2.13), respectively. This is
a contradiction to the assumption of our theorem.
Next, suppose that p(zo)é = —ia (a > 0). Applying the same method
as the above, we have
n+1 !
1 (ZO(D f(20)) n 'y)]
1—y\ Dntlg(z)

i B asin 5 (1 —t(A, B))
< ——a - tan
2 (e et

arg [—

T
=-Z5
2 H

where & and t(A, B) are given by (2.12) and (2.13), respectively, which
contradicts the assumption. Therefore we complete the proof of our
theorem. O

Lettingn =0, A=1, B=0 and § =1 in Theorem 2.1, we have:
COROLLARY 2.1. Let f € X. If
{ z(2f"(2) + 3f'(2))
—Re
zg'(z) + 2g(2)
for some g € ¥ satisfying the condition

2(="(2) + 37'(2))
() 129G

zf'(2) }
—Re > .
{ 9(2)
Takingn =0, A=1, B=0and g(z) = % in Theorem 2.1, we have:
COROLLARY 2.2. Let f € X. If

arg {~22(2f"(2) + 3f/(2) =7} < 58 0 <y<150<8 <),
then

}>7®$7<D

<1,

then

arg {~22f'(2) = 7} < 54.

By the same techniques as in the proof of Theorem 2.1, we obtain:
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THEOREM 2.2. Let f € ¥. Choose an integer n such that
1+A
>

"=1+B

where -1 < B< A<L1. If
Dn+1 !

s (A1)
(Dnt1g(2))

for some g € ¥*[n + 1; A, B], then

2(D"f(z)) ™
ws (G +7)| <3
where a (0 < a < 1) is the solution of the equation given by (2.12).

-2

+’y>l<%6 (y>1;0<6<1)

Next, we prove
THEOREM 2.3. Let f € ¥ and choose a positive number c such that
c > iA_ —_
~14+B
where -1 < B< A< 1. If

s (A

for some g € ¥*[n; A, B), then
z(D™F(z)) ™
—_— e - < -,
a8 ( DG )| T 2
where F is the integral operator given by (2.9),

(2.16) 6e) = o /0 “ig()dt, (¢> 0),

and a (0 < a < 1) is the solution of the equation

asinZ(1 - t(4, B,c)) )

(c+1)(11:l;)+A_1 + acos (1 —t(4, B, c))

L,

7)‘<%5 (0<y<1;0<6L1)

(2.17) d=a+ %tan_1 <

when

2 . _ A-B
t(4, B,c) = _sin 1<(c+1)(1—B2)—(1—AB))'
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PROOF. Let

_ 1 z(D™F(z))
1= ( D"G(2) ”) |

Since g € *[n; A, B], from Proposition 2.2, g € £*[n; A, B].
Using (2.10), we have

(1 = 7)g(z)D"G(2) — (¢ + 1)D"F(z) = —cD" f(2) — ¥D"G(2).

Then, by a simple calculation, we get

(1-7)(2q (2) + a(2)(=r(2) +c+1) +7(=r(2) +c+1) = ——”%é?—)',
where
r(z) = __Z(D”G(z))/
DnG(z)
Hence we have
2¢(z) 1 (2D f(»))
q(z) + g s Sraprpray s g ( Dg(2) +’y) :

The remaining part of the proof is similar to that of Theorem 2.1 and
so we omit it. O

Lettingn =0, A=1, B=0and é =1 in Theorem 2.3, we have
COROLLARY 2.3. Letc>0and fe . If

“Re {zg(’g)} >y (0<y<1)

for some g € ¥ satisfying the condition

zg'(2)
9(2)

where F and G are given by (2.9) and (2.16), respectively.

+1

<1,

then

Taking n =0, B — A and g(z) = 1 in Theorem 2.3, we have :
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COROLLARY 2.4. Let¢c>0and fe X. If
|arg (—2%f'(z) = 1) < -7236, (0<vy<1;0<8<1)

then

|arg (-2F(2) = 7)| < 5,

where F is the integral operator given by (2.9) and o (0 < o < 1) is the
solution of the equation
2
§=a+ —tan"" (%) .

T
By using the same methods as in proving Theorem 2.3, we have :
THEOREM 2.4. Let f € ¥ and choose a positive number c such that

c > E.__é —
~14B
where -1 < B< A<L1. If
z(D"f(z))’ ™
Z . <1
‘arg ( Dg(2) +7)1< 26 (v>1;0<6<1)
for some g € £*[n; A, B], then

ar 2(D"F(z)) + <y
¢ \"Drcz) )| T 2

where F' and G are given by (2.9) and (2.16), respectively, and a(0 <

a < 1) is the solution of the equation given by (2.17).

L

Finally, we derive :

THEOREM 2.5. Let f € ¥. Choose an integer n such that
patiy 1 +B )
where -1 < B< A<1. If
2(D"f(2))
e ( Drglz)
for some g € *[n+ 1; A, B], then
z(D" F(z)) m
arg ( DG (2) -7} < 55,
where F and G are given by (2.9) and (2.16) with ¢ = n+1, respectively.

<%6 (0<y<1;0<6<1)
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PrROOF. From (2.7) and (2.8) with ¢ = n + 1, we have D"f(z) =

D"H1F(2).
Therefore
2(D"f(2)) _ 2(D"MF(2))
Drg(z) — D™HG(z)
and the result follows. a
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