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Absolute phase identification algorithm in a white light interferometer

using a cross—correlation of fringe scans

Jeong Gon Kim
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Abstract

A new signal processing algorithm for white light interferometry has been proposed and
investigated theoretically. The goal of the algorithm is to determine the absolute optical path length
of an interferometer with very high precision (<< one optical wavelength). The algorithm features
cross-correlation of interferometer fringe scans and hypothesis testing. The hypothesis test looks for
a zero order fringe peak candidate about which the cross—correlation is symmetric minimizing the
uncertainty of misidentification. The shot noise limited performance of the proposed signal processing
algorithm has been analyzed using computer simulations. Simulation results were extrapolated to
predict the misidentification rate at Signal-to-Shot noise ratio (SNR) higher than 31 dB.
Root-mean-square phase error between the computer-generated zero order fringe peak and the
estimated zero order fringe peak has been calculated for the changes of three different parameters
(SNR, fringe scan sampling rate, coherence length of light source). Results of computer simulations
showed the ability of the proposed signal processing algorithm to identify the zero order fringe peak
correctly. The proposed signal processing algorithm uses a software approach, which is potentially

inexpenstve, simple and fast.

Sgaty HHEANFSY (Dept. of Information and
Communication Eng., Hansei University)
<" - 20008 6Y 12¢>
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l. Introduction

For the last decade fiber optic interferometric
sensors have found a wide range of applications
in industrial, military and commercial fields'M?!
Although fiber optic interferometric sensors offer
the possibility to perform measurements with very
high sensitivity and resolutionm, the problems
encountered are processing

complex  signal

techniques, quadrature point stabilization,
uncertainty as to whether an increase or decrease
in the value of measurand and zero sensitivity
problem of the maximum or minimum operating
point on the transfer function curve. Furthermore,
the interference  fringe  visibility of an
interferometer with a high-coherence light source
is constant regardless of the Optical Path length
Difference (OPD) between the two arms of the
interferometer.  In this case, there will be no
chance to know the OPD between two arms of
the interferometer. The absolute value of the
measurands cannot, therefore, be ascertained when
the sensor is initialized without some form of
calibration procedurem. In order to fully utilize the

a different
White Light

Interferometry

capability of fiber optic sensors,
termed as
Light

was developedb]. WLI sensor systems

sensing  principle
Interferometer or White
(WLD
have such as
For the

past two years fiber optic lab. in Texas A & M

been used on measurands

18 ]

6,7 - 9
temperaturel ' ], pressure ! and stram[ .

University has been developing all fiber white

light interferometer (AFWLI)  using  the
configuration of Fig. 1.

White light interferometry departs from the
conventional interferometry in that it uses a

broadband light source. SLD in Fig.l represents a
superluminescent diode (SLD) used as a broadband
light source and PD1, PD2 in Fig.
photodetector 1 and 2 respectively.
Two fiber Fabry-Perot interferometers (FFPI)
(sensing FFPI and reference FFPI in Fig. 1) and
the  Mach-Zehnder

1 denote a

processing  interferometer

o
N
r

Photodetector

Sensing FFP] bonded
to target temperature
surface

Constant
temperature
bath

v

Reference FFPI

Data acquisition
and

signal processing
in PC

Fig.1. All Fiber White Light Interferometer

interferometer), are connected in
For the case of all fiber white light
interferometry, the

(scanning
tandem.

sensing and reference
interferometer output signals from photodetector 1
(Eq. 1, PD1) and 2 (Eq. 2, PD2) are given by

respectively

o e bl 352
cos( Dp— D) (1)

o smis ool | 22
cos( Pp— Dp) ©)

where L is the coherence length of light source,
O, is the
Mach-Zehnder
Os, Opare the round trip phase shifts for

OPD between two arms of

processing  interferometer and

sensing interferometer, reference interferometer
respectively given by
L
0=k &)
2mn L
0 p= 5k (5)

—317—-



A A T 3

Here Lp, Ls, Ly are the path length difference
of the Mach-Zehnder interferometer, sensing FFPI
(twice the Fabry-Perot cavity length), reference
FFPI and = is the effective refractive index of
core of the optical fiber. A constant d.c. voltage
Ve (1007150 v, Fig. 1) is applied to the PZT1 in
one arm to coarsely match the OPD of MZI to
that of the sensing FFPL. And an alternating
(Fig. 1) is applied to PZT2
the
length difference

ramp voltage Vgw

in the

interferometer so

arm to processing

that path

other scan

between two arms of MZl Lp can be varied in
a certain range and also the phase of MZl @ is
varied in a certain A piezoelectric
transducer (PZT2 in Fig.

scanning interferometer is used to scan the phase

range.

1) in an arm of a

of processing interferometer. A zero order fringe

peak 1s produced when the phase @pand Qs are

exactly matched. A zero order fringe peak is a
peak with the highest fringe visibility (amplitude).
The absolute OPD of the sensing interferometer
is known if the zero order fringe peak 1is
identified. = White light interferometry has the
potential to identify the interference fringe order
from the output pattern of an interferometer'”.
But, broadband light the

visibility of fringes is so slowly varying in the

for most sources,

vicinity of zero order fringe as shown in Fig. 2
SNR in
required to identify the zero order fringe peak by

and a minimum signal-to-noise ratio

simply through inspection of its magnitude is

SNR in=—201log(a D)

=-20log{l—exp[— (2/ Lo)°]) (6)

Representative values of coherence length of
different light sources like white light lamp, Light
Emitting Diode (LED), Superluminescent Diode
(SLD) are about 10, 20, and 40 in terms of optical
fringes. The SNR.., required to identify the
zero order fringe by amplitude difference 4I is

given from Eq. 6 as 28 dB, 40 dB, and 52 dB

fo
>
2
o)
=l

63

48 This requirement imposes a high

respectively
minimum signal-to-noise ratio on the sensor
This  difficulty inhibited the

application of fiber optic sensors using WLI for
(11}

system. has

absolute OPD determination

1.7 first neg. order
l / fringe peak
1.5 A ———— zero order fringe
«—
= first pos. ordel
g 1? fringe peak
3
3 11
N
E 09
[=]
Z o7 L
05
v o
Coherence length Le= 8
03

Phase @, - @, [*# radian]

2. Output of white light interferometer
( Is in Eq. 1)

Fig.

The primary objective of this report is to
develop a new signal processing algorithm which
can accurately identify the zero order fringe peak
from the output of a white light interferometer.

The proposed signal processing algorithm uses a

software  approach, which is potentially
inexpensive, simple and fast.
il. Previous related work
Two major classes of signal processing

algorithm for WLI are the hardware approach and
the software approach. Both approaches have a
more or less tracking zero order fringe peak
feature on which the algorithm is based. A. S.
Gerges proposed hardware approach which locks
the zero order fringe position of interferometer by

a feedback loopm'. The improvement of the

sensitivity up to fringe was claimed. This

method, while still dependent on the incremental

characteristic of laser interferometry, showed the
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feasibility of locking and tracking the fringe peak
for absolute measurement for the first time, to the
author’s best knowledge.

One example of a software approach is based
on tracking centroid (the center of mass)'? of
the fringe scan. This method, first, calculates
centroid position (center of mass of whole fringe

scan #m)) m, by using the algorithm

_ Egm (m)

where m is the digitized data sample number and
#{(m) is the intensity of fringe scan. Computer
simulations shown that the centroid
algorithm predicted the central fringe to "95 %
probability on a 900 test sample set with 10 %
Although the centroid method
identified, it

requires processing time and some features of the

have

random noise.
allows the central fringe to be
only applicable to

centroid method are

electronically scanned WLL

Ill. New signal processing algorithm

This
development of a new signal processing algorithm
light
signal processing algorithm has been

research will be focusing on the

for white interferometry. The proposed
set to
develop the signal processing algorithm for all
fiber light

measurement system which is shown in Fig. 1.

white interferometry  temperature

A

‘+——>

vt /\ Voo
Voltage

A A R A Vsaw
Sensing
FFPI
Reference vV vy
FFPL

Or
®rs  Ops

Fig. 3. Output of sensing and reference FFPI
from AFWLI

rH

This AFWLI for
produces two fringe scans,

tempeérature measurement
one from sensing
FFPI and another one from reference FFPl as
shown in Fig. 3. First, the principle of absolute
temperature measure for this AFWLI is explained
In AFWLI sensing FFPI is exposed

to the temperature

as follows.
Ts to be measured and
reference FFPI is protected from environmental
disturbances but exposed to the known reference
temperature Tr . Now, assume that the known
temperature of the sensing FFPl and reference
FFPI are T3

of MZI ®@p is scanned and exactly matched to

T% respectively. When the phase

that of sensing FFPI (reference FFPI), zero order

fringe peak of sensing FFPI (reference FFPD) is
produced at certain &% s( 0% ) shown in Fig.
3. In Fig. 3, 0%5( 0%%) denotes the phase of

the processing interferometer producing the zero
order fringe peak of the sensing FFPI (reference
FFPI). Then, the

40° = @Y% — 0% » is calculated (this is possible

phase difference

by the proposed signal processing algorithm
which will be shown later in this report) and 4@°
is mapped (calibrated) to the temperature T
When a sensing FFPI is exposed to the another
temperature 7% , sensor FFPI cavity length L
and the

interferometer will have its zero order fringe peak

is changed phase of processing

at @ps. But, note that @% . is still the same

because reference FFPI is protected from

environmental disturbances. Now, 40'= @5 s— 0%

is mapped to the (absolute) temperature 7T%5 By

repeating  this procedures for the other

temperature 7% all the 4¢''s are mapped to all

the sensing FFP! target temperature 7% This
kind of sensor is self-calibrating and is capable
of absolute temperature measurement. For the

purpose of temperature measurement mentioned

above, reference FFPI is placed in a constant
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temperature bath and sensing FFPI is bonded (or
adhered) to the surface whose temperature will be
measured (Fig. 1).

The main goal for the proposed signal
processing algorithm is to find the phase delay
fringe scans, 49' = @b s~ 0% ¢

between two

shown in Fig. 3 rather than to directly measure
0bs and 0% individually and calculate 40’
from ®bg and 0%

The
consists of five steps applied to sampled signal
They

proposed signal processing algorithm
of white light interferometric fringe scans.
are;
1) Normalization and cross-correlation
2) Peak and zero crossing detection
3) Matched filtering
4) Hypothesis test
5) Fine Tuning
Each step is explained briefly below.

3.1 Normalization and cross—correlation
the output of
ILPp— Do)

As a preliminary procedure,

photodetector signals and
I(®p— @g) are sampled, stored in fringe scan

Is(m) and Ix(m) respectively and normalized to

cos{2m(m— m )/ fg}+ X(m) (8)

and

iR(M)=EeXp ﬂ'Lc/A
cos{2m(m— mp)| fs}+ Y(m) (9)

1 [_ [ 2n(m— mR)/fs]Z}X

respectively where m, is zero order fringe peak
sample number for sensing FFPl, mgp is zero
order fringe peak sample number for reference
FFPI, fsis the sample rate [samples per fringel
and X(m),

the fringe scan

Y(m) are the white noise related to
is(m), ig(m) respectively. The

phase difference 40’ between sensing FFPI and

71N A FH S 43 dadd S4E o848 dd A% 3 dudF 65

reference FFPI is defined in terms of samples as

(10)

Mag= Ms— Mp

A normalization procedure is carried out by
in Eq.

A normalization

removing the d.c. component (constant 1
1,2) of
procedure is used to find the zero crossing period

each fringe scan.

of a fringe. After normalization, i(m) and ix(m)

#m) and (normalized)

cross-correlation function #(m) can be expressed

are cross—correlated into

in mathematical form as

im)= 3, in(R) is(m+B)

Lol [Pz,

cos{2m(m— m )/ f}+ Wm) (11)

In Eq. 11, the effective coherence length L .4

1131

is given as V2L and Wm) is a white noise

of i#(m). Exponential term in Eq. 11 is termed as
"the envelope” of cross-correlation function #(m).
Note that the cross-correlation function () has
a peak value (best similarity) at m= m, This m,
corresponds to the phase difference my= ms— mp
between sensing FFPI and reference FFPI and

#{(m) has a same period of modulated cosine

function as the one of both ix(m) and ig(m).
This cross-correlation improves SNR at zero
order fringe peak up to 4 dB"  The

cross—correlation therefore exhibits the increased
SNR at One

disadvantage related to cross-correlation is the

the zero order fringe peak.

broadening of peak due to the cross-correlation of
two (almost) identical Gaussian functions so that
coherence length is increased up to \/—2LC“3‘ H
This results in higher SNR.L. in Eq. 6 requiring
6 dB more than before cross-correlation when
L-=264 but this will be compensated by the
result of less noisy #(m) than either of ig(m) or

ig{m) and 14 dB SNR improvement at the zero
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order fringe peak U3 After cross—correlation, the
task of the signal processing algorithm becomes
to find a peak (global
maximum) of cross-correlation function #(m)

zero order fringe

correctly.
3.2 Peak and zero crossings detection

At this stage, all
positions of the cross-correlation function

the peaks and minima
i(m)
are detected and registered. Every peak positions
is labeled as m= p,where py=m,is zero order

fringe peak, p-, is negative first order fringe
peak, p, is positive first order fringe peak and so
on. Also every zero position between peak and
minimum is detected and registered as z; where
i=...,—2,—1,1,2,... Then the zero crossing
period & is calculated by applying Least Squares
Fitting to the distance between all pairs of zero
(z; and z;,) and 25 is denoted by Fs , the

estimated sample rate.

3.3 Matched filtering and SNR improvement at
peaks
A matched filter
maximize the SNR'™.
matched filter is one fringe of a cosine function
i(m) is the
signal to be matched. SNR of cross-correlation

is the optimum filter to
For our application, the

and one fringe of cross-correlation
between the matched filter and signal to be

matched
between two signal is zero. SNR-improved peaks

is maximized when the time delay

are
Ji= Dﬁli(m)cos( 2;;”)

= il{ h,-cos( 2”}:‘)4- W(m)}cos( 2;17;1) (12)

where h; is the average value of exponential
envelope function between p, and p;+, in Eq. 12.
In this stage, #(p,) is replaced by J; and SNR at
the zero order fringe peak can be improved by

o

gd

[11]

5[dB]
property of J; is

using matched filtering One useful
]o=f—1, ]1=]—2 ---(]i‘:]—i—l)
due to the symmetric property of i(m).

3.4. Hypothesis test

Signal processing algorithm chooses the nine
biggest peaks (p;, j=0,+1,+2,%3,%4) as zero
order fringe peak candidates. Hypothesis test
presumes each candidate peak is the zero order

fringe peak and calculate the parameter g(p;)

#0)= 2 Jreim Timim)

= ,Zod(j' 7) (13)

where j corresponds to the candidate peak p; ,
on the hypothesis test and 7 is the distance from
the zero order fringe peak candidate in terms of

fringe. Then, for example, g(p,) is expressed as

g po)=d(0,0)+d(0,1)+d0, 2D+ ......

=(Jo= T D+ = T )+(Jy— J_3)+...
(14)

100
80

60 .’\ Pali=-1)
A"\/

40

Distribution dgj,i)
o

.
Monotonically
increasing or
decreasing d (j,i

="

Distance from candidate peak [fringes]

Fig. 4. Distribution d(;7,7) of noise-free fringe

scan

Ideally all the values of d(;j=0,2)for the zero
order fringe peak p, is zero (Fig. 4) due to the
property of J;=J.;,-,and the zero order fringe
lg(p)l s

announced as the zero order fringe peak.

peak candidate producing minimum
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3.5 Fine tuning
The discrete sample zero order fringe peak
i(m), identified by

hypothesis test i1s not necessarily same as

position  of pa=my
true

zero order fringe peak position , p;= p, (Fig. 5).

Discrete True zero order
sample zero I fringe peak
ple 2 gep
order fringe =
Py =P
peak 0
Pd

Fringe scan

>
Py - Py

o - Sampling position

Sample numbern

Fig. 5. Vicinity of zero order fringe peak

(cross-correlation function #(m) )

Assuming that cross-correlation function ()
is represented as
o1 2n(m— p) Fs1®
z(m)~2exp{~ [ 7L eyl ] }x
cos[@} (15)
S

and the approximate value of coherence length of
light source, L. is known to us beforehand, fine
tuning algorithm generates test fringe scan

] l_ [ 2n(m— p )l ?s]z}x

lw(m)zf P 7 L oyl?

os{m_—m) (16)

s
Lc.yin Eql5 is given as V2L

between p, and p; can be found by calculating

KM

Time shift
the cross-correlation

KM= 2 im) i (m=Mam) (A7)

for varying integer number M and

A g o) &E Al A% 2 ¢rdF 67
Am=—d (18)
N.mb

Ngs is the number of sub-divisions in one fringe

and 4m is the desired sub-fringe resolution.

Then JM) becomes

& 1 r2atm— p)l fs?
](m_ m:z—oo 2 exp[ [ ”Lc‘eff/a ] }X
{Bzﬁm— L)
7
1 [ [2xm— p,~Mom) Fs1’
ool [ )
os[ 2n(m— p,,—MAm)] (19)
Ts
Note that the =zero order fringe peak
m=p,+ Mdmof test fringe scan i, (m— MAm)

changing M and cross-correlation
J(M) has a peak value at the certain My which

varies for

makes  Mpdm=(p,—p,t Then fine tuning
algorithm announces (pg+ Mpdm) which
maximizes J(M) , as the estimated true zero

order fringe peak location p, The true zero

order fringe peak 2, is usually within half

sample of the discrete zero order fringe peak pu

and J(M) is calculated over the range from
M=—4—~N”’2”/ fs o M=~-—N“’2"/ IS for faster

signal processing.

IV. Computer Simulations

The proposed signal processing algorithm was
verified using computer simulations. To see the
shot-notise limited performance of proposed signal
processing algorithm, the normalized WLI fringe
scans, is(m) and igp(m)

were  computer-

generated using Eq. 8 and Eq. 9 respectively and
shot noise was added to the WLI fringe scans,
is(m) and igx(m) instead of white noise. In the
computer simulation the zero order fringe peak

position p, for is(m) was randomly selected
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between —5<p,<5. Same  procedures  were

repeated for ig(m). if(m) and ix(m) were

cross- correlated into #(m) and the coherence

length of is(m) and ix(m) were chosen as
L =264to simulate the coherence length of the
SLD used in the AFWLI shown in Fig. 1. For all
this

unless the

the simulations presented in report

parameters are fixed as follows
specified parameter is varied for a certain range.
. Sample rate f,= 16samples/fringe
. SNR =30 dB
. Coherence length L¢ 5= 36 A

. Size of sub-fringe resolution 4m=1/1000 fringe

4. 1. Simulation: Miss rate simulation

In the first simulation miss-rate (misident-
ification rate) of the proposed algorithm was
The SNR
was varied from 1 dB to 28 dB with 1 dB

separation and a set of 10000 simulations was

tested at different shot noise levels.

carried out at a given SNR. When the position
difference between the calculated zero order fringe
peak and the computer-generated zero order
fringe peak is bigger than half fringe (8 samples),
the zero order fringe peak is considered to have
been misidentified. Table 1 shows the miss rate
of the proposed signal processing algorithm and
miss rate is the rate of number of miss to 10000.

In Fig. 6, miss rate was plotted along with Bit
Rate (BER) of fiber

communication system“sl. Note that the miss rate

Error binary optic
curve in Fig. 6 covers only up to the miss rate
at 28 dB SNR and miss rate at 20 ~ 32 dB SNR
in Table 1 are not seen in Fig. 6. In Fig. 6 ( or
Table 1) we have a rule of thumb that every dB
improvement in SNR (over the range of 26 ~ 31
dB}

magnitude improvement in error rate. This kind

produces approximately one orders of

of behaviour is also the case for binary fiber

optic communication system (two orders of

magnitude improvement in error rate for the

i

Table 1. Miss rate of the proposed signal processing
algorithm as a function of SNR

SNR [dB] | Miss Rate | SNR [dB] | Miss Rate
1 0.95 17 0.46
2 094 18 0.40
3 0.93 19 0.34
4 091 20 0.30
5 0.89 21 023
6 0.87 22 0.19
7 0.85 23 0.14
8 0.83 24 0.10
9 0.80 25 0.066
10 0.76 26 0.041
11 0.73 27 0.019
12 0.69 28 0.009
13 0.64 29 0.004
14 0.60 30 0.001
15 0.56 31 0.0003
16 051 32 0

! 6 11 16 21 26 31
i 00E+00 mmmT.__
1.00E-01 Etn:q:cban
1.00E-02 %
o

1.00E-03 o

% 1.00E-04 T

22}
1.00E-05
1 00E-06
1.00E-07
1.00E-08

SNR [dB]

|_ BER .- Miss rate(simulation) I

Fig. 6. Comparison between miss rate and BER.

1.00E+00
1.00E-01
1.00E-02
1.00E-03
1.00E-04
1.00E-03
1.00E-06
1.00E-07
1.00E-08

Miss rate at
SNR=16 dB

BER

Miss rate at
SNR=31 dB

!

SNR [dB]
————BER

—O— Miss rate (simulation)
—— Miss rate {extrapolation)

Fig. 7. Extrapolation of miss rate on BER curve.
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To
extrapolate the miss rate beyond the range of

binary fiber optic communication system).

107* on the BER curve, data points in abscissa
in Fig. 6 were left-shifted by ~“14.2 dB (by trial
and error) until data points of miss rate between
16 dB ~ 31 dB were visually fitted on the BER
Then data
extrapolated after the data point of miss rate at
31 dB SNR on the BER curve as shown in Fig.
7. 1t is predicted that miss rate will be 3x107°
at SNR of 35 dB.

curve. four more points  were

4.2 Root mean square (RMS) error of the
zero order fringe peak identification ,
After the zero order fringe peak was identified
resolution

tuning was carried out for

Phase

fine

enhancement. between

error Doy,
computer generated zero order fringe peak and
fine~tuned zero order fringe peak was calculated.
Phase error @,,.,; was averaged over 30
simulations at a given SNR and this average
gives out the root mean square (RMS) error

Drys of the zero order fringe peak identification.

ﬁl ( mermr,i)2

1=

25

1.5

Change of RMS errors
[ fringe ]

0.5

0 |

10 15 20 25 30 35 40
SNR[dB](10dB~40dB)

Fig. 8. Change of RMS error as a function of
SNR (10740 dB).

A g ol g Ad 944 24 ¢uYF 69

Fig. 8 shows the change of RMS error along
the SNR in the range of 10 dB to 40 dB and Fig.
9 shows the change of RMS error along the SNR
in the range of 30 dB to 40 dB. It is shown that
the minimum SNR required to achieve RMS error
10°¢ is 35 dB. For the

temperature measurement application RMS error

less than fringe

less than 107° [fringe] corresponds to the 0.006
deg. C for 10 mm FFPI cavity length ust,

0.0025

0.002

0.0015 |

0.001

Change of RMS errors
[ fringe ]

0.0005

30 32 34 36 38 40
SNR[dB](30dB ~ 40 dB)

Fig. 9. Change of RMS error as a function of
SNR (30740 dB).

0.35

0.3
0.25
0.2

0.15 0.001 [fringe]} of RMS error

within 2% estimation error of

b

0.1
0.05

0

Change of RMS error { fringe ].

-0 -8 6 4 -2 0 2 4 6 8 10

Estimation error of
zero crossing (half) period b [% ]

Fig.10. Change of RMS error as a function of

estimation error in zero crossing period.

4.3. Simulation: Effects of b( 75 )
In this simulation, estimated coherence length

L ¢ o was set as 36 fringes and estimation error
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of b was varied from -10% to 10% when b=10
(2b= Fs=2Bamples/fringe) and SNR=30 dB. For
the estimation error & in the range from -6 % to
6 % in Fig. 10, RMS error was not sensitive to
the b, but around the =*7 % error of b the
cross-correlation #(m) and test fringe scan (Eq.
16) started being out of phase and RMS error
increased fast.

0.002

0.0016 |

0.0012 |

0.0008

0.0004

Change of RMS error [ fringe ]

0

30 32 34 36 38 40 42

Estimated coherence length [ fringes )

Fig. 11. Change of RMS error as a function of

estimation error in coherence length.

Le

is to show the effect of

44. Simulation: Effects of

This simulation
estimated coherence length L. on RMS error
when b=b5. SNR was fixed as 30 dB. Estimated
coherence length L., was varied from 304 to
424 and RMS error was observed. Fig. 11
shows that RMS error is not sensitive to the
estimation error in coherence length L .z
This is due to the property of cross-correlation.
b

pst+MAm are in phase as long as the cross-

Cross—correlation is maximized when and

correlation #(m) and test fringe scan signal is

symmetric.

V. Conclusions

A new signal processing algorithm for white

s

light This
signal processing algorithm was initially developed
for the all fiber white light interferometer
(AFWLI) developed at Texas A & M University.
The goal of
signal processing algorithm was to find the time

interferometry has been proposed.

AFWLI produces two fringe scans.

delay (phase shift) between two fringe scans
which makes it possible to measure the absolute
optical path length of a sensing interferometer.
This new signal processing algorithm can be used
for absolute temperature measurement by mapping
the zero order fringe peak position of cross
correlation function to the time delay between two
fringe scan. Cross-correlation between two fringe
scans utilizes all the photons in fringe scans
effectively and the uncertainty of the zero order
reduced.
Computer simulations showed that the proposed

fringe peak misidentification was
signal processing algorithm identified the zero
order fringe peak with a miss rate of 0.0003 at 31
dB shot noise and the extrapolated miss rate at
35 dB shot noise was 3x107% . Also, at 35 dB
shot noise, resolution of 1073 fringe was obtained
(Fig. 9. The
requires a prior knowledge about the coherence
length of the SLD, L. and sample rate fs. But

the performance of proposed signal processing

signal processing algorithm

algorithm turned out to be not sensitive to the

estimation error in L. and 75 (within the range

from -6% to 6% estimation error of ). The

proposed signal processing algorithm uses a
potentially
As a whole, the
proposed signal processing algorithm has proven
be AFWLI

measurement.

software approach which is

inexpensive, simple and fast.

to effective  for temperature
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