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TIME OPTIMAL CONTROL PROBLEM OF

RETARDED SEMILINEAR SYSTEMS WITH

UNBOUNDED OPERATORS IN HILBERT SPACES

Jong-Yeoul Park,Jin-Mun Jeong,Yong-Han Kang

Abstract. This paper deals with the time optimal control problem for the retarded

semilinear system by using the construction of fundamental solution in case where the

principal operators are unbounded operators.

1. Introduction

Let H and V be complex Hilbert spaces such that the embedding V � H is con-

tinuous. In this paper we deal with the time optimal control problem governed by

semilinear parabolic type equation in Hilbert space H as follows.

(RSE)

8>>>>><
>>>>>:

d

dt
x(t) = A0x(t) +A1x(t� h)

+

Z 0

�h

a(s)A2x(t+ s)ds+ f(t; x(t)) + k(t);

x(0) = �0; x(s) = �1(s) � h � s < 0:

Let A0 be the operator associated with a bounded sesquilinear form de�ned in V � V

and satisfying G�arding inequality. Then A0 generates an analytic semigroup S(t) in

both H and V � and so the equation (RSE) may be considered as an equation in both

H and V �.

Let (�0; �1) 2 H � L2(0; T ;V ) and x(T ;�; f; u) be a solution of the system (RSE)

associated with nonlinear term f and control u at time T .

We now de�ne the fundamental solution W (t) of (RSE) by

W (t) =

�
x(t; (�0; 0); 0; 0); t � 0

0 t < 0:
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According to the above de�nition W (t) is a unique solotion of

W (t) = S(t) +

Z t

0

S(t� s)fA1W (s� h) +

Z 0

�h

a(�)A2W (s+ �)d�gds

for t � 0 (cf. Nakagiri [5]). Under the conditions a(�) 2 L2(�h; 0;R) and Ai(i = 1; 2)

are bounded linear operators on H into itself, S. Nakariri in [5] proved the standard

optimal control proplems and the time optimal control problem for linear retarded

system (RSE) in case f � 0 in Banch space. If Ai(i = 0; 1; 2) : D(A0) � H ! H are

unbounded operators, G. Di Blasio, K. Kunish and E. sinestrari in [2] obtained global

existence and uniqueness of the strict solution for linear retarded system in Hilbert

spaces. With the more general Lipschitz continuity of nonlinear operator f from R�V
to H, in [4] they eatablished the problem for existencs and uniqueness of solution of the

given system. But we can not immediately obtain the time optimal control problem

as in [5; section 8] without the condition for boundedness of the fundamental solution

W (t). Since the integral of A0S(t�s) has a sigularity at t = s we can not solve directly

the integral equation of W (t). In [6], H. Tanabe was investigated the fundamental

solution W (t) by constructing the resolvent operators for integrodi�erential equations

of Volterra type(see (3.14), (3.21) of [6]) with the condition that a(�) is real valued and

H�older continuous on [�h; 0].
This paper deals with the time optimal control problem by using the construction

of fundamental solution, which is the same results of [5], in case where the principal

operators Ai(i = 0; 1; 2) are unbounded operators.

2. Retarded semilinear equations

The inner product and norm in H are denoted by (�; �) and j � j. The notations jj � jj
and jj � jj� denote the norms of V and V � as usual, respectively. Hence we may regard

that

(2.1) jjujj� � juj � jjujj; u 2 V:

Let a(�; �) be a bounded sesquilinear form de�ned in V �V and satisfying G�arding's

inequality

(2.2) Re a(u; u) � c0jjujj2 � c1juj2; c0 > 0; c1 � 0:

Let A0 be the operator associated with the sesquilinear form �a(�; �):

(A0u; v) = �a(u; v); u; v 2 V:

It follows from (2.2) that for every u 2 V

Re ((c1 �A0)u; u) � c0jjujj2:

Then A0 is a bounded linear operator from V to V �, and its realization in H which is

the restriction of A0 to

D(A0) = fu 2 V ;A0u 2 Hg
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is also denoted by A0. Then A0 generates an analytic semigroup in both H and V �.

Hence we may assume that there exists a constant C0 such that

(2.3) jjujj � C0jjujj1=2D(A0)
juj1=2;

for every u 2 D(A0), where

jjujjD(A0) = (jA0uj2 + juj2)1=2

is the graph norm of D(A0).

First, we introduce the following linear retarded functional di�erential equation:

(RE)

8>>>>><
>>>>>:

d

dt
x(t) = A0x(t) +A1x(t� h)

+

Z 0

�h

a(s)A2x(t+ s)ds+ k(t);

x(0) = �0; x(s) = �1(s) � h � s < 0:

Here, the operators A1 and A2 are bounded linear from V to V � such that their

restrictions to D(A0) are bounded linear operators from D(A0) to H. The function

a(�) is assumed to be a real valued and H�older continous in the interval [�h; 0].
Let W (�) be the fundamental solution of the linear equaton associated with (RE)

which is the operator valued function satisfying

W (t) = S(t) +

Z t

0

S(t� s)fA1W (s� h)(2.4)

+

Z 0

�h

a(�)A2W (s+ �)d�gds; t > 0;

W (0) = I; W (s) = 0; �h � s < 0;

where S(�) is the semigroup generated by A0. Then

x(t) =W (t)�0 +

Z 0

�h

Ut(s)�
1(s)ds+

Z t

0

W (t� s)k(s)ds;(2.5)

Ut(s) =W (t� s� h)A1 +

Z s

�h

W (t� s+ �)a(�)A2d�:

Recalling the formulation of mild solutions, we know that the mild solution of (RE)

is also represented by

x(t) =

8>>>>><
>>>>>:

S(t)�0 +

Z t

0

S(t� s)fA1x(s� h)

+

Z 0

�h

a(�)A2x(s+ �)d� + k(s)gds; (t > 0);

�(s); �h � s < 0:

>From Theorem 1 in [6] it follows the following results.
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Proposition 2.1. The fundamental solution W (t) to (RE) exists uniquely. The func-

tions A0W (t) and dW (t)=dt are strongly continuous except at t = nh; h = 0; 1; 2; :::,

and the following inequalities hold:

for i = 0; 1; 2 and n = 0; 1; 2; :::

jAiW (t)j � Cn=(t� nh);(2.6)

jdW (t)=dtj � Cn=(t� nh);(2.7)

jAiW (t)A�1
0 j � Cn(2.8)

in (nh; (n+ 1)h),

(2.9) j
Z t

0

t

AiW (�)d� j � Cn

for nh � t < t
0 � (n+ 1)h. Let � be the order of H�older continuity of a(�). Then for

nh � t < t
0 � (n+ 1)h and 0 < � < �

jW (t
0

)�W (t)j � Cn;�(t
0 � t)�(t� nh)��;(2.10)

jAi(W (t
0

)�W (t))j � Cn;�(t
0 � t)�(t� nh)���1;(2.11)

jAi(W (t
0

)�W (t))A�1
0 j � Cn;�(t

0 � t)�(t� nh)��;(2.12)

where Cn and Cn;� are constants dependent on n and n; �, respectively, but not on t

and t
0

.

Considering as an equation in V � we also obtain the same norm eatimates of (2.6)-

(2.12) in the space V �. By virtue of Theorem 3.3 of [2] we have the following result on

the linear equation (RE).

Proposition 2.2. 1) Let F = (D(A0);H) 1
2
;2 where (D(A0);H)1=2;2 denote the real

interpolation space between D(A0) and H. For (�0; �1) 2F � L2(�h; 0;D(A0)) and

k 2 L2(0; T ;H), T > 0, there exists a unique solution x of (RE) belonging to

L2(�h; T ;D(A0)) \W 1;2(0; T ;H) � C([0; T ];F )

and satisfying

jjxjjL2(�h;T ;D(A0))\W 1;2(0;T ;H) � C 01(jj�0jjF(2.13)

+ jj�1jjL2(�h;0;D(A0)) + jjkjjL2(0;T ;H));

where C 01 is a constant depending on T .

2) Let (�0; �1) 2 H � L2(�h; 0;V ) and k 2 L2(0; T ;V �), T > 0. Then there exists a

unique solution x of (RE) belonging to

L2(�h; T ;V ) \W 1;2(0; T ;V �) � C([0; T ];H)

and satisfying

jjxjjL2(�h;T ;V )\W 1;2(0;T ;V �) � C 01(j�0j(2.14)

+ jj�1jjL2(�h;0;V ) + jjkjjL2(0;T ;V �)):

In what follows we assume that

jjW (t)jj �M; t > 0

for the sake of simplicity.
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Proposition 2.3. Let k 2 L2(0; T ;H) and x(t) =
R t
0
W (t � s)k(s)ds. Then there

exists a constant C 01 such that for T > 0

jjxjjL2(0;T ;D(A0)) � C 01jjkjjL2(0;T ;H);(2.15)

jjxjjL2(0;T ;H) �MT jjkjjL2(0;T ;H);(2.16)

and

(2.17) jjxjjL2(0;T ;V ) � (C 01MT )
1

2 jjkjjL2(0;T ;H):

Proof. The assertion (2.15) is immediately obtained from Proposition 2.2 for the equa-

tion (RE) with (�0; �1) = (0; 0): Since

jjxjj2L2(0;T ;H) =

Z T

0

j
Z t

0

W (t� s)k(s)dsj2dt

�M2

Z T

0

(

Z t

0

jk(s)jds)2dt

�M2

Z T

0

t

Z t

0

jk(s)j2dsdt

�M2T
2

2

Z T

0

jk(s)j2ds

it follows that

jjxjjL2(0;T ;H) �MT jjkjjL2(0;T ;H):

>From (2.3), (2.15), and (2.16) it holds that

jjxjjL2(0;T ;V ) � (C 01MT )
1

2 jjkjjL2(0;T ;H): �

Let f be a nonlinear mapping from R � V into H. We assume that for any x1,

x2 2 V there exists a constant L > 0 such that

jf(t; x1)� f(t; x2)j � Ljjx1 � x2jj;(F1)

f(t; 0) = 0:(F2)

The following result on (RSE) is obtained from theorem 2.1 in [4].

Proposition 2.4. Suppose that the assumptions (F1), (F2) are satis�ed. Then for

any (�0; �1) 2 H � L2(�h; 0;V ) and k 2 L2(0; T ;V �), T > 0, the solution x of (RE)

exists and is unique in L2(�h; T ;V ) \W 1;2(0; T ;V �), and there exists a constant C 02
depending on T such that

jjxjjL2(�h;T ;V )\W 1;2(0;T ;V �) � C 02(1 + j�0j(2.18)

+ jj�1jjL2(�h;0;V ) + jjkjjL2(0;T ;V �)):
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3. Lemmas for fundamental solutions

For the sake of simplicity we assume that S(t) is uniformly bounded. Then

(3.1) jS(t)j �M0(t � 0); jA0S(t)j �M0=t(t > 0); jA2
0S(t)j � K=t2(t > 0)

for some constant M0(e.g., [6]). we also assume that a(�) is H�older continuous of oder
�:

(3.2) ja(�)j � H0; ja(s)� a(�)j � H1(s� �)�

for some constants H0;H1.

Lemma 3.1. For 0 < s < t and 0 < � < 1

jS(t)� S(s)j � M0

�
(
t� s

s
)�;(3.3)

jA0S(t)� A0S(s)j �M0(t� s)�s���1:(3.4)

Proof. >From (3.1) for 0 < s < t

(3.5) jS(t)� S(s)j = j
Z t

s

A0S(�)d� j �M0 log
t

s
:

It is easily seen that for any t > 0 and 0 < � < 1

(3.6) log(1 + t) � t�=�:

Combining (3.6) with (3.5) we get (3.3). For 0 < s < t

(3.7) jA0S(t)�A0S(s)j = j
Z t

s

A2
0S(�)d� j �M0(t� s)=ts:

Noting that (t� s)=s � ((t� s)=s)� for 0 < � < 1, we obtain (3.4) from (3.7). �

According to Tanabe [6] we set

(3.8) V (t) =

8><
>:
A0(W (t)� S(t)); t 2 (0; h]

A0(W (t)�
Z t

nh

S(t� s)A1W (s� h)ds);

where t 2 (nh; (n+1)h](n = 1; 2; ::: ) in the second line of the right term of (3.8). For

0 < t � h

W (t) = S(t) + A�1
0 V (t)

and from (2.4) we have

W (t) = S(t) +

Z t

0

Z t

�

S(t� s)a(� � s)dsA2W (�)d�:



TIME OPTIMAL CONTROL PROBLEM 87

Hence,

V (t) = V0(t) +

Z t

0

A0

Z t

�

S(t� s)a(� � s)dsA2A
�1
0 V (�)d�

where

V0(t) =

Z t

0

A0

Z t

�

S(t� s)a(� � s)dsA2S(�)d�:

For nh � t � (n+ 1)h(n = 0; 1; 2; ::: ) the fundamental solution W (t) is represended

by

W (t) =S(t) +

Z t

nh

S(t� s)A1W (s� h)ds

+

Z t�h

0

Z �+h

�

S(t� s)a(� � s)dsA2W (�)d�

+

Z nh

t�h

Z t

�

S(t� s)a(� � s)dsA2W (�)d�

+

Z t

nh

Z t

�

S(t� s)a(� � s)dsA2W (�)d�:

The integral equation to be satis�ed by (3.8) is

V (t) = V0(t) +

Z t

nh

A0

Z t

�

S(t� s)a(� � s)dsA2A
�1
0 V (�)d�

where

V0(t) = A0S(t) +A0

Z nh

h

S(t� s)A1W (s� h)ds

+

Z t�h

0

A0

Z �+h

�

S(t� s)a(� � s)dsA2W (�)d�

+

Z nh

t�h

A0

Z t

0

S(t� s)a(� � s)dsA2W (�)d�

+

Z t

nh

A0

Z t

�

S(t� s)a(� � s)dsA2

Z �

nh

S(� � �)A1W (� � h)d�d�:

Thus, the integral equation (3.8) can be solved by succesive approximation and V (t)

is uniformly bounded in [nh; (n+ 1)h](e.g. (3.16) and the preceding part of (3.40) in

[6]).It is not di�cult to show that for n > 1

V (nh+ 0) 6= V (nh� 0); and W (nh+ 0) = W (nh� 0):

Moreover, we obtain the following result.
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Lemma 3.2. There exists a constant C 0n > 0 such that

(3.9) j
Z t

nh

a(� � s)AiW (�)d� j � C 0n; i = 1; 2;

for n = 0; 1; 2; :::, t 2 [nh; (n+ 1)h] and t � s � t+ h.

Proof. For t 2 [0; h](i.e.,n = 0), from (3.8) it follows

Z t

0

a(� � s)AiW (�)d� =

Z t

0

a(� � s)dsAiA
�1
0 (A0S(�) + V (�))d�

=

Z t

0

(a(� � s)� a(s))AiA
�1
0 A0S(�)d� + a(s)AiA

�1
0 (S(t)� I)

+

Z t

0

a(� � s)AiA
�1
0 V (�)d�:

Noting that

j
Z t

0

(a(� � s)� a(s))AiA
�1
0 A0S(�)d� j �M0H1jAiA

�1
0 j
Z t

0

���1d�;

we have

j
Z t

0

a(� � s)AiW (�)d� j �jAiA
�1
0 jfh�M0H1 +H0(M + 1)

+ hH0( sup
0�t�h

jV (t)j)g:

Thus the assertion (3.9) holds in [0; h]. For t 2 [nh; (n+ 1)h]; n � 1,

Z t

nh

a(� � s)AiW (�)d� =

Z t

nh

a(� � s)AiA
�1
0 V (�)d�(3.10)

+

Z t

nh

a(� � s)Ai

Z �

nh

S(� � �)A1W (� � h)d�d�:

The �rst term of the right of (3.10) is estimated as

j
Z t

nh

a(� � s)AiA
�1
0 V (�)d� j � hH0jAiA

�1
0 j( sup

nh�t�(n+1)h

jV (t)j)g:
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Let � = (� + nh)=2 for nh < � < (n+ 1)h. Then

jA0

Z �

nh

S(� � �)A1W (� � h)d�j

(3.11)

� j
Z �

�

A0S(� � �)(A1W (� � h)�A1(W (� � h))d�

+ (S((� � nh)=2)� I)A1W (� � h)

+

Z �

nh

(A0S(� � �)�A0S(� � nh))A1W (� � h)d�

+A0S(� � nh)

Z �

nh

A1W (� � h)d�j

�
Z �

�

M0

� � �
Cn�1;�(� � �)�(� � nh)���1d� + (M0 + 1)

Cn�1

� � nh

+

Z �

nh

M0(� � nh)

(� � �)(� � nh)

Cn�1

� � nh
d� +

M0Cn�1

� � nh

�M0Cn�1;�

Z �

nh

(� � �)��1(� � nh)��d�
2

� � nh

+
(2M0 + 1)Cn�1

� � nh
+
M0Cn�1

� � nh
log 2

= f2M0Cn�1;�B(�; 1� �) + (2M0 + 1 +M0 log 2)Cn�1g=(� � nh)

� C
0

n;�=(� � nh)

where B(�; �) is the Beta function. Noting that

d

d�

Z �

nh

S(� � �)A1W (� � h)d� = A1W (� � h) +A0

Z �

nh

S(� � �)A1W (� � h)d�;

and integrating this equality on [nh; t]Z t

nh

A0

Z �

nh

S(� � �)A1W (� � h)d�d�(3.12)

=

Z t

nh

S(t� �)A1W (� � h)d� �
Z t

nh

A1W (� � h)d�:

By Lemma 3.1 and the induction hypothesis, the �rst term of the right of (3.12) is

estimated as

j
Z �

nh

S(� � �)A1W (� � h)d�j(3.13)

= j
Z �

nh

(S(� � �)� S(� � nh))A1W (� � h)d�

+ S(� � nh)

Z �

nh

A1W (� � h)d�j

�
Z �

nh

M0 log
� � nh

� � �

Cn�1

� � nh
d� +M0Cn�1

�M0Cn�1c0 +M0Cn�1
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where

c0 =

Z 1

0

log
1

1� �

d�

�
:

Thus, combining the above inequarity with (2.9) we get

(3.14) j
Z t

nh

A0

Z �

nh

S(� � s)AiW (s� h)dsd� j � (M0c0 +M0 + 1)Cn�1:

Therefore, from (3.11), (3.14) the second term of the right of (3.10) is estimated as

j
Z t

nh

a(� � s)Ai

Z �

nh

S(� � �)A1W (� � h)d�d� j

= j
Z t

nh

(a(� � s)� a(s� nh))Ai

Z �

nh

S(� � �)A1W (� � h)d�d�

+ a(s� nh)

Z t

nh

Ai

Z �

nh

S(� � �)A1W (� � h)d�d� j

�
Z t

nh

H1(� � nh)�jAiA
�1
0 jC 0

n:�(� � nh)�1d�

+ ja(s� nh)jjAiA
�1
0 j(M0c0 +M0 + 1)Cn�1

� H1C
0

n:�jAiA
�1
0 j(t� nh)� +H0jAiA

�1
0 j(Mc0 +M + 1)Cn�1:

Hence, we get the assertion (3.9). �

We de�ne the operator K1(t
0; t) : H ! H( or V � ! V �) by

(3.15) K1(t
0; t) =

Z t0

t

S(t0 � s)A1W (s� h)ds;

for nh � t < t0 < (n + 1)h. In terms of (3.13) K1(t
0; t) is uniformly bounded in

(nh; (n+ 1)h]. And we remark that K1(t
0; t) converges to 0 as t0 ! t at any element

of D(A0) in view of (2.8). We introduce another operator K2(t
0; t) : H ! H( or

V � ! V �) by

(3.16) K2(t
0; t) =

Z t0

t

S(t0 � s)

Z 0

�h

a(�)A2W (s+ �)d�ds;

for nh � t < t0 < (n+ 1)h.

Lemma 3.3. Let nh � t < t0 < (n+ 1)h. Then there exists a constant C 0n such that

and

(3.17) jK2(t
0; t)j � 3M0C

0

n(t
0 � t):
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Proof. In [0; h], we transform K2(t
0; t) by suitable change of variables and Fubini's

theorem as

K2(t
0; t) =

Z t0

t

S(t0 � s)

Z s

0

a(� � s)A2W (�)d�ds

=

Z t

0

Z t0

t

S(t0 � s)a(� � s)A2W (�)dsd�

+

Z t0

t

Z t0

�

S(t0 � s)a(� � s)A2W (�)dsd�

=

Z t0

t

S(t0 � s)

Z t

0

a(� � s)A2W (�)d�ds

+

Z t0

t

S(t0 � s)

Z s

t

a(� � s)A2W (�)d�ds:

Thus from Lemma 3.2 we have

jK2(t
0; t)j � 2M0C

0

n(t
0 � t):

In [nh; (n+ 1)h), by the similar way mentioned above we get

K2(t
0; t) =

Z t0

t

S(t0 � s)

Z 0

�h

a(�)A2W (� + s)d�ds

=

Z t0

t

S(t0 � s)

Z s

s�h

a(� � s)A2W (�)d�ds

=

Z t0�h

t�h

Z �+h

t

S(t0 � s)a(� � s)A2W (�)dsd�

+

Z t

t0�h

Z t0

t

S(t0 � s)a(� � s)A2W (�)dsd�

+

Z t0

t

Z t0

�

S(t0 � s)a(� � s)A2W (�)dsd�

=

Z t0

t

S(t0 � s)

Z t0�h

s�h

a(� � s)A2W (�)d�ds

+

Z t0

t

S(t0 � s)

Z t

t0�h

a(� � s)A2W (�)d�ds

+

Z t0

t

S(t0 � s)

Z s

t

a(� � s)A2W (�)d�ds:

Therefore, by Lemma 3.2 it holds (3.17) �
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4. Time optimal control

Let Y be a real Banach space. In what follows the admissible set Uad be weakly

compact subset in L2(0; T ;Y ). Consider the following hereditary controlled system:

(RSC)

8>>>>>>><
>>>>>>>:

d

dt
x(t) = A0x(t) +A1x(t� h)

+

Z 0

�h

a(s)A2x(t+ s)ds+ f(t; x(t)) +Bu(t);

x(0) = �0; x(s) = �1(s) � h � s < 0;

u 2 Uad:

Here the controllerB is a bounded linear operator from Y toH. We denote the solution

x(t) in (RSC) by xu(t) to express the dependence on u 2 Uad. That is, xu is trajectory

corresponding to the controll u. Suppose the target setW is weakly compact in H and

de�ne

U0 = fu 2 Uad : xu(t) 2 W for some t 2 [0; T ]g
for T > 0 and suppose that U0 6= ;. The optimal time is de�ned by low limit t0 of t

such that xu(t) 2 W for some admissible control u. For each u 2 U0 we can de�ne the

�rst time ~t(u) such that xu(~t) 2 W . The our problem is to �nd a control �u 2 U0 such

that
~t(�u) � ~t(u) for all u 2 U0

subject to the constraint (RSC).

Since xu 2 C([0; T ];H), the transition time ~t(u) is well de�ned for each u 2 Uad.

Theorem 4.1. 1) Let F = (D(A0);H)1=2;2). If (�0; �1) 2 F � L2(�h; 0; D(A0)) and

k 2 L2(0; T ;H), then the solution x of the equation (RSE) belonging to L2(�h; T ;D(A0))

\W 1;2(0; T ;H), and the mapping F �L2(�h; 0;D(A0 ))�L2(0; T ;H) 3 (�0; �1; k) 7!
x 2 L2(�h; T ;D(A0))\ W 1;2(0; T ;H) is continuous.

2) If (�0; �1) 2 H � L2(�h; 0;V ) and k 2 L2(0; T ;V �), then the solution x of the

equation (RSE) belonging to L2(�h; T ;V ))\W 1;2(0; T ;V �), and the mapping H �
L2(�h; 0;V )) � L2(0; T ;V �) 3 (�0; �1; k) 7! x 2 L2(�h; T ;V )\W 1;2(0; T ;V �) is

continuous.

Proof. 1) We know that x belongs to L2(0; T ;D(A0))\W 1;2(0; T ;H) from Proposition

2.2. Let (�0i ; �
1
i ; ki)2F�L2(�h; 0;D(A0))�L2(0; T ;H), and xi be the solution of (RSE)

with (�0i ; �
1
i ; ki) in place of (�0; �1; k) for i = 1; 2. Then in view of Proposition 2.2 we

have

jjx1 � x2jjL2(�h;T ;D(A0))\W 1;2(0;T ;H) � C 01fjj�01 � �02jjF
(4.1)

+ jj�11 � �12jjL2(�h;0:D(A0)) + jjf(�; x1)� f(�; x2)jjL2(0;T ;H)

+ jjk1 � k2jjL2(0;T ;H)g
� C 01fjj�01 � �02jjF + jj�11 � �12jjL2(�h;0:D(A0)) + jjk1 � k2jjL2(0;T ;H)

+ Ljjx1 � x2jjL2(0;T :V )g:
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Since

x1(t)� x2(t) = �01 � �02 +

Z t

0

( _x1(s)� _x2(s))ds;

we get

jjx1 � x2jjL2(0;T ;H) �
p
T j�10 � �02j+

Tp
2
jjx1 � x2jjW 1;2(0;T ;H):

Hence arguing as in (2.3) we get

jjx1 � x2jjL2(0;T ;V ) � C0jjx1 � x2jj1=2L2(0;T ;D(A0))
jjx1 � x2jj1=2L2(0;T ;H)

(4.2)

� C0jjx1 � x2jj1=2L2(0;T ;D(A0))

� fT 1=4j�01 � �02j1=2 + (
Tp
2
)1=2jjx1 � x2jj1=2W 1;2(0;T ;H)

g

� C0T
1=4j�01 � �02j1=2jjx1 � x2jj1=2L2(0;T ;D(A0))

+ C0(
Tp
2
)1=2jjx1 � x2jjL2(0;T ;D(A0))\W 1;2(0;T ;H)

� 2�7=4C0j�01 � �02j

+ 2C0(
Tp
2
)1=2jjx1 � x2jjL2(0;T ;D(A0))\W 1;2(0;T ;H):

Combining (4.1) and (4.2) we obtain

jjx1 � x2jjL2(�h;T ;D(A0))\W 1;2(0;T ;H) � C 01fjj�01 � �02jjF(4.3)

+ jj�11 � �12jjL2(�h;0:D(A0)) + jjk1 � k2jjL2(0;T ;H)

+ 2�7=4C0Lj�01 � �02j

+ 2C0(
Tp
2
)1=2Ljjx1 � x2jjL2(0;T ;D(A0))\W 1;2(0;T ;H)g:

Suppose that (�0n; �
1
n; kn) ! (�0; �1; k) in F�L2(�h; 0;D(A0))�L2(0; T ;H), and let

xn and x be the solutions (RSE) with (�0n; �
1
n; kn) and (�0; �1; k) respectively. Let

0 < T1 � T be such that

2C0C
0

1(T1=
p
2)1=2L < 1:

Then by virtue of (4.3) with T replaced by T1
we see that xn ! x in L2(�h; T1;D(A0))\W 1;2(0; T1;H). This implies that (xn(T1); (xn)T1)

7! (x(T1); xT1) in F�L2(�h; 0;D(A0)). Hence the same argument shows that xn ! x

in

L2(T1;minf2T1; Tg;D(A0)) \W 1;2(T1;minf2T1; Tg;H):

Repeating this process we conclude that xn ! x in L2(�h; T ;D(A0))\W 1;2(0; T ;H):
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2) From proposition 2.2 or 2.4 we have

jjx1 � x2jjL2(�h;T ;V )\W 1;2(0;T ;V �) � C 01fj�01 � �02j
+ jj�11 � �12jjL2(�h;0:V ) + jjf(�; x1)� f(�; x2)jjL2(0;T ;V �)

+ jjk1 � k2jjL2(0;T ;V �)g
� C 01fj�01 � �02j+ jj�11 � �12jjL2(�h;0:V ) + jjk1 � k2jjL2(0;T ;V �)

+ Ljjx1 � x2jjL2(0;T :V )g:

Hence, in vrtue of (4.2) and since the embedding L2(�h; T ;D(A0))\W 1;2(0; T ;H) �
L2(�h; T ;V )\W 1;2(0; T ;V �) is continuous, by the similar way of 1) we can obtain the

result of 2) �

Theorem 4.2. Assume that U0 6= ;. Then there exists a time optimal control.

Proof. Let tn ! t0 + 0, un be an admissible control and suppose that the trajec-

tory xn corresponding to un belongs to W . Let F and B be the Nemitsky operators

corresponding to the maps f and B,which are de�ned by

(Fu)(�) = f(�; xu); and (Bu)(�) = Bu(�);

respectively. Then

xn(tn) =x(tn;�; 0) +

Z t0

0

W (tn � s)((F + B)un)(s)ds;(4.4)

+

Z t
n

t0

W (tn � s)((F + B)u)(s)ds

where

x(tn;�; 0) = W (t)�0 +

Z 0

�h

Ut(s)�
1(s)ds:

>From Proposition 2.4 it follows that

(4.5) x(tn; �; 0)! x(t0;�; 0) strongly in H:

The third term in (4.4) tends to zero as tn ! t0 + 0 from the fact that

j
Z t

n

t0

W (tn � s)((F + B)u)(s)dsj

(4.6)

� ( sup
t2[0;T ]

jjW (t)jj)fLC 02(j�0j+ jj�1jjL2(0;T ;V ) + jjujjL2(0;T ;Y )) + jf(0)j

+ jjBjjjjujjL2(0;T ;Y )g(tn � t0)
1=2:
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By the de�nition of fundamental solution W (t) it holds

W (t+ �)� S(�)W (t) = S(t+ �) +

Z t+�

0

S(t+ �� s)fA1W (s� h)

+

Z 0

�h

a(�)A2W (s+ �)d�gds

� S(�)fS(t) +
Z t

0

S(t� s)fA1W (s� h)

+

Z 0

�h

a(�)A2W (s+ �)d�gds

=

Z t+�

t

S(t+ �� s)fA1W (s� h)

+

Z 0

�h

a(�)A2W (s+ �)d�gds

= K1(t+ �; t) +K2(t+ �; t):

Hence, since

W (tn � s) = S(tn � t0)W (t0 � s) +K1(tn � s; t0 � s) +K2(tn � s; t0 � s)

the second term of (4.4) is represented as

Z t0

0

S(tn � t0)W (t0 � s)((F + B)un)(s)ds(4.7)

+

Z t0

0

(K1(tn � s; t0 � s) +K2(tn � s; t0 � s))((F + B)un)(s)ds:

The second term of the (4.7) tends to zero as �! 0 in terms of Lemma 3.3.

We denote xn(tn) by wn. SinceW and Uad are weakly compact, there exist an u0 2
U0, w0 2W such that we may assume that w� limun = u in Uad and w� limwn = w0

in L2 \W 1;2.

Let p 2 H. Then S�(tn � t0)p! p strongly in H and by (F1) and Theorem 4.1,

(4.8) W (t0 � �)((F + B)un)(�)!W (t0 � �)((F + B)u0)(�)

weakly L2(0; T ;V ). Hence from (4.5)-(4.8) it follows that

(w0; p) = (x(t0;�; 0); p) +

Z t0

0

(W (t0 � s)((F + B)u0)(s); p)ds

by tending n!1. Since p is arbitrary, we have

w0 = x(t0;�; 0) +

Z t0

0

W (t0 � s)((F + B)u0)(s)ds 2W
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and hence w0 is the trajectory correspondiny to u0, i.e., u0 2 U0. �

Now we consider the case where the target set W is singleton.

Consider that W = w0 such that �0 6= w0 and �1(s) 6= w0 for some s 2 [�h; 0).
Then we can choose a decreasing sequence fWng of weakly compact sets with nonempty

interior such that

(4.9) w0 2
1\
n=1

Wn; and dist(w0;W ) = sup
x2W

n

jx� w0j ! 0(n!1):

De�ne

Un
0 = fu 2 Uad : xu(t) 2Wn for some t 2 [0; T ]g:

Then, we may assume that un is the time optimal control with the optimal time tn to

the target set Wn, n = 1; 2; ... .

Theorem 4.3. Let fWng be a sequence of closed convex in X satisfying the condition

(4.9) and Un
0 6= ;. Then there exists a time optimal control u0 with the optimal time

t0 = supn�1ftng to the point target set fw0g which is given by the weak limit of some

subsequence of fung in L2(0; t0;Y ).

Proof. Since (4.9) is satis�ed and Uad is weakly compact, there exists wn = xn(tn) 2
Wn ! w0 strongly in H. Since Uad is weakly compact, there exists u0 2 Uad such that

un ! u0 weakly in L2(0; t0;Y ). Thus, from the similar argument used in the proof

of Theorem 4.2 we can easily prove that u0 is the time optimal control and t0 is the

optimal time to the target fw0g. �

Remark 1. Let xu be the solution of (RSC) corresponding to u. Then the mapping

u 7! xu is compact from L2(0; T ;Y ) to L2(0; T ;H). We de�ne the soluton mapping S

from L2(0; T ;Y ) to L2(0; T ;H) by

(Su)(t) = xu(t); u 2 L2(0; T ;Y ):

In virtue of Proposition 2.4

jjSujjL2(0;T ;V )\W 1;2(0;T ;V �) = jjxujj � C 02fjx0j+ jj+BujjL2(0;T ;H):

Hence if u is bounded in L2(0; T ;Y ), then so is xu in L2(0; T ;V ) \ W 1;2(0; T ;V �).

Since V is compactly imbedded in H by assumption, the imbedding L2(0; T ;V ) \
W 1;2(0; T ;V �) � L2(0; T ;H)) is also compact in view of Theorem 2 of J. P. Aubin [1].

Hence, the mapping u 7! Su = xu is compact from L2(0; T ;Y ) to L2(0; T ;H).

Since fxng is bounded in L2 \W 1;2 and L2 \W 1;2 � L2(0; T ;H) compacvtively

it holds xn ! x strongly in L2(0; T ;H). Since xn ! x weakly in L2 \W 1;2 we have

xn ! x strongly in L2(0; T ;H). >From (f1) and Lemma 3.1 we see that F is a compact

operator from L2(0; T ;Y ) to L2(0; T ;H) and hence, it holds Fun ! Fu strongly in

L2(0; T ;V �). Therefore (Fun; x�) = (Fu0; x�).
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