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ABSTRACT

Paralle] tasks in distributed real-time systems can be divided into several subtasks and be executed
in parallel according to their real-time attributes. But, it is difficult to gain the optimal solution which
is to allocate a tasks deadline into the subtasks deadline while minimizing the subtasks deadline miss.
In this paper, we propose the algorithm that allocates deadlines into each subtask, according to the
attributes of each subtask(i.e. using communication time and execution time to periodic tasks). Also, we
suggest a processor mapping algorithm that considers the communication time among the processors
and the effective duplication algorithm which is allocated to the identical processor for the purpose of
improving the communication time between the subtasks. We can obtain a result that reduces IPC
(Inter-Processor Communication) time and uses the idle processor through applying effective real-time
attributes to FUTD(Fully connected, Unbounded Task Duplication) algorithms. As a result, we can improve
the average processor utilization.
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1. Introduction

Recently, due to the development of computer
networking technologies in various fields of study,
a lot of research has focused on the distribution
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system. The resources or the data in other nodes
can be used for the distribution systems, and the
performance and the reliability of the system can
be improved by using a large number of processors
[16].

The fundamental characteristics that real-time

systems offer are not only the logical correctness
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but also the exact results in a given time. The basic
requirements real-time systems should show are
not only a satisfying improvement of the system
operation, but also how the tasks and the resources
are effeectively scheduled in the proposed system
[14].

In this paper, in consideration of the communi-
cation time and the execution time of each subtask,
the deadlines are assigned according to the at-
tributes of the subtasks, and we propose the proc~
essor mapping algorithm without the duplication of
subtasks and the effective duplication algorithm
based on the algorithms[3,18].

The rest of this paper is organized as follows.
In section 2, related research will be discussed. In
Section 3, the task and system model will be
assumed. In Section 4, the deadline assignment
algorithm of the subtask, whose periodic charac-
teristics are taken into consideration, will be sug-
gested. In Section 5, the duplication allocation al-
gorithm and the non-duplication allocation algo-—
rithm will be proposed. In Section 6, the paper will

be concluded.

2. Related Work

Generally, a task is divided into several subtasks
for parallel processing in distributed and parallel
real-time systems. The existing researches are only
considered to the arrival time and the execution
time for the parameters related to the deadlines
(1,2,4]. There are the effective DIV-x and EQF
methods for minimizing the subtasks deadline miss
on the parallel and continuous execution [1,2]. Main
problem of these methods is no considering the total
states to the execution requirements of the sub-
tasks and the communication time between them.
Also, they do not consider the complicated states
of the subtasks executed in parallel.

In the duplicate scheduling method, in the case
where several nodes are linked like in the distrib-
uted system, a task can be allocated repeatedly to

several processors to reduce the communication
time of the tasks which require a mutual coop-
eration operation[19]. And let us refer to the du-
plication algorithms in the recent list scheduling
field. The SDBS(Search and Duplication Based
Scheduling) algorithm is proposed because it can
make a task schedule with a processor through a
method which can complete the execution in the
shortest time in terms of the variable commu-
nication time[15]. The DFRN(Duplication First and
Reduction Next) method is suggested, which brings
about the decrease of the total execution time and
the increase of the processor utilization rate in
terms of the precedence relation and the task com-
munication time[3]. The FUTD(Fully connected
and Unbounded Task Duplication) method is sug—
gested, which improves the time-complexity of the
DEFRN method [18]. In this paper we will be applied
to the duplication method for the real-time task,
because they have the merit of being the easiest
to implement[3,18].

In this paper, the EDFRN(Effective Duplication
First and Reduction Next), the duplication algo-
rithm of the effective real-time task will be sug-
gested, because it is expected to improve processor
utilization and reduce the inter-processor com-
munication time and task completion time.

3. A Task Model and System Environment

In this Section, we suggest the task model
where more than two tasks with different periods
can be executed in parallel, and will define the
distributed system environment briefly.

3.1 A Task model

Generally, work in real-time systems consists
of periodic and non-periodic tasks. Periodic tasks
are the basic tasks that are executed at regular
intervals. On the other hand non—periodic tasks are
the transient tasks that come optionally.
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Because most tasks in the real-time system are
executed regularly, we will not include the non-
periodic tasks in this paper. The attributes offered
in the real-time systems are known basically before
the execution [13]. The most important parameters
in the periodic tasks are period, computation time
and deadline etc[5,6,8,9]. Unlike the tasks with the
soft deadlines, if those with the hard deadlines
cannot be completed within a specified period of
time, the entire system will fail. So they have to
be completed in time.

The topology of distributed system is fully con

nected into number of m nodes. Let the set of
processors be P={P,|P, P, .. P,}andthe n
tasks which are executed with m processors be
T={T, T, Ty, -, T,}. Then, T Arz;, t;s1,
-, 7} can consists of £ subtasks. The notation
t;=1I[r;, 15, ,1,] stands for number of p
subtasks which can be execute in serial. And the
subtasks 7;(7 > 1) can not start to be executed before
r;—1. Also, the notation z;=[z; ll rz Il 1l 7,]
represents the number of ¢ subtasks which can
be executed in parallel. If all subtasks of T3
complete the execution, then the task T, execution
will be considered to be completed. Formally, we
define the classes of serial-parallel subtasks by the
following rules:

ST; . A single subtask which a predecessor and
a successor do not exist in a periodic task
is called a simple subtask.

SST: 1 SST;={rdz,, tisy, -, e}, 0:(1<i<h) is

called serial subtasks.

PST; : PST;={r; Wy It -l 7}, ri(1<i<q) is

called parallel subtasks.

The task T, of this paper has the following
attributes:

ar(T;) = the arrival time of T,
di(T;) = the deadline of T,
P(T;) = the period of T,

ex(T;) = the execution time of T,

comm(t;_,, r;) = the communication time

between r;-; and r,.

In this paper, three periodic tasks with each
different unique periods are extended to various
subtasks in range of the least common multiple
(LCM) of task periods to construct DAG(Direct
Acyclic Graph) using serial-parallel subtasks
[5,79,10]. When periodic tasks are executed by
execution time and communication time as the
input, the task model can be presented in Figure
1. To be structure, a subtask is represented as a
circle, the character in the center portion of the
circle represents the subtask identifier(id), the
number in the right portion of the circle represents
the execution time for the subtask and the number
on the edge represents the communication time
from the subtask to the lower subtask.

Fig 1. Periodic tasks T3, T2, T1(period 60,120,80)

Two pseudo nodes R and T are added to form an
extended task graph in length of LCM in Figure 2.

Fig 2. A Task graph extended to LCM length
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To simplify the notation, we would like to define
the identifier(id) of subtasks to be the arbitrary
English character which is identical with the

existing papersf17].

3.2 System environment

In this paper, we suppose that the system is the
one which consists of the m number of func-
tionally homogeneous processors and that lots of
processors are connected via a communication
network. Then the systems will be executed
according to their requested task order, and the
processors are not restricted in regard to the
duplication scheduling algorithm[12]. The attributes
of the presented graph, the precedent conditions for
the execution and the time constraints are followed
to the [5,7,9,10,17].

3.3 Subtask Deadline Assignment

Assumptionally, unless the subtask’s deadline is
defined, the deadline of the subtask is equal to that
of the entire task[10]. As the first step to find out
the deadline of subtasks, we will use the time
constraints of the task graph that are extended to
the LCM length shown in Figure 2. The EST(z;, ;)
value of the jth instance of each r, is the earliest
possible starting time of the subtask r;, after the
execution time r;_;, and the communication time
between r;_;, and «r;, has passed. So, the
EST(r;,;) value is the sum total of the
EST(z;_y,;), the execution time ex(z;_;;), and
the communication time comm(zr;_, ;, z; ;).

EST(r;;) = EST(r;-y,;) + ex(r,-1 ;)

+ comm( Ti—1,7» Z',',,')

1)

As the result of finding out the EST(«z;, ;) value
of the subtasks applied to formula (1), the ES7T
value means the maximum value from each of the
EST values, and is computed for the subtasks with
more than one predecessor.

First, the ESD(Effective Serial subtask Dead-

line) allocation strategy is to multiply the total
processor idle time left from the current subtask
to the last subtask by the processor idle time
allocated to an arbitrary subtask of the entire
deadline. Then add the value EST and ex(the
execution time). And then we can get a effective
deadline concerning the communication time and

the execution time in formula (2).

dl(z; ;)= [ EST(z;;) +ex(t;;)+
[ (deadiine(T,) ~EST(x,,) = & exlry9)x ex(x,,)] Zrex(re) 1
®) ® ‘ 2
)
(D The total processor idle time assigned to

the r,

@ The left time of processor idle time
@ The rate of the execution time

In the extended graph in Figure 2, the serial
subtask’s deadline in the first instance of the :th
subtasks of T is computed as follows: dl(2)=50,
dl(3) =55, di(4) =70, dI(19) =48, di(20) =73, di(21)=
75, di(22)=75, di(23)=110, dI(24)=110.

Let’s look at the another strategy called EPD
(Effective Parallel subtask Deadline) allocation which
can be executed in parallel at any level of the task
graph. The deadline of the r; , of the parallel sub-
task can be calculated as follows: first, subtract
EST from the deadlines of all the tasks, and divide
the value by the number of parallel executing
subtasks.

dlr; ;)= [ [deadline( T;)— EST(r; )1/ 3)

the number of subtask+ EST(z; ;)1

According to formula(3), the deadline of the
parallel subtasks 1, 35, 36 are as follows: dl(1)=34,
dl(35)=41, di(36)=41. If there is more than one
deadline like join or fork subtasks, then we choose
the largest of all deadlines computed. At the second
instance, as EST(r;;, t;;4+1) of the g is equal to
EST(z;y) plus p(T;), the value of the EST(j,2)
is set to 80 and then the deadline is computed. The
SDA(Subtask Deadline Assignment) algorithm in-
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cluding the ESD and the EPD allocation strategies
which were described previously is shown in
Figure 3.

SDA _algorithm

(input X ‘task; Dideadline)
begin
if X is a simple subtask then //ST;

if X is a root then
dI(X) :=start_time (X) + ex(X)
else dX):=D
else if X =[X;, X;;,,~.X,] then //SST:
assign deadline to task X,
according to the ESD strategy.
from equation(2)//
SDA (X;, di(X;));
else if X = (X, 1 X,0-X,] then//PST;
for 1 =1to0 =
assign deadline to X,

according to the EPD strategy.
/from equation(3)//
SDA (X, di(X}))
endif
end

Fig 3. SDA algorithm formed with ESD and EPD

3.4 Processor allocation algorithm

In this section we propose the processor allo—
cation algorithm based on a heuristic method, using
the parameters of a real-time timing character—
istics that were previously computed. The principle
of the allocation, first of all, is to assign the ready
tasks in the sequence of the priority queue to the
processor.

3.4.1 Non-duplication allocation algorithm

Figure 4 shows the allocation algorithm that
considers only the time characteristics without
duplication, and we suppose the starting time of
all processors is set to zero, and the id of allocated
subtask is set to nil.

Table 1. The information status of subtask allocation

The status information of each processor is
starting time of the allocated subtasks in any
processor, finish time which is the sum of start
time and execution time and currently id of allo-
cated subtasks. The status information of task
allocation for processor P, is listed in Table 1.

The result allocated to the processors with
regard to the time characteristics of the subtasks
is shown in Figure 5 As a result of the pre-
allocation of each subtask to the processor, each
processor utilization U, is computed by equation
(4) with the sum of the execution time and the rate
of the LCM in the processor P,

Processor Utilization(U;) =

[ 24 6(z)] (4)
_lg;__ for Pi (]'zl’z, ...... ,m)

where, ¢(r;) is the execution time of each
subtask z, which is assigned to a processor. The
periods of task T, T,, T are 60, 120, 80 time unit
respectively. When the system is extended, the
total time unit of task periods within one sched-
uling frame will be 240 time unit. The detailed re—
sults for the non—duplication allocation are shown
in Figure 5. For example, the U, for the processor
P, case is

[0ty 36, T, T, Ts, 71, T, To10 T, T, Tizs Tiss Ti 1))

240

for P, = -2 —.8375

After the tasks are scheduled, we can obtain the
processor utilizations of the eight processors in
Figure 5 as follows : U; =0.8375, U, =0.8916 , Us

=0.3916 , U, =0.4708 , Us =0.2958 , Us =0.23333 ,
U, =0.0458 , Uz =0.1208. Each of the dark areas

P, | Status information

P, | start_time 0 | 18| 42 | 60

80 | 97 | 120 | 135|143 | 152 | 160 | 177 | 193 | 202

finish_time 18§ 42 | 60 | 78

97 | 111 | 135|143 | 152} 160 | 177 | 193 | 202 | 212

Ts 77 Tos | Tr | Ts | T | Tz | Tws | Tae | Tt

id of allocated subtasks T | T3s | T37 | T3s




Duplication Scheduling of Periodic Tasks Based on Precedence Constraints and Commnunication Costs in Distributed Real-Time Systems 383

Non-duplication algorithm

Process Information{

struct
proc_id; //id of processor
subtask_id; //id of subtask which is assigned to
finish_time; //finish time of any subtask
start_time; //start time of any subtask
}

Process Information Do_subtask //information for tasks

priority_queue_subtask[il{
EST(Earliest start_time of any subtasks)
ex(execution time)

pred(predecessor)
comm(communication time from predecessor to sucessor)
}

proc_start_timef] //start_time of each processor

for(i=0, j=0; i<max_num; i++)}{
//in case of the predecessors are not exist
if(subtask[i].pred==nil){
Do_subtasklj].subtask_id=i;
//the most short star_time in all processors in use will be
selected assigned into min_proc_start_time, id is assigned
into min_proc_id
Do_subtask[j].finish_time=min_proc_start_time+subtask{il.ex;
Do_subtaskljl.proc_id = min_proc_id; }

else( //in case of the predecessors are exist
//subtask[il.pred is found in Do_subtask[] array
available start_time and to search for pre.finish_time and pred.proc_id
min_proc_start_time=o0
min_proc_id=nil
for(k=0; k<allocated processor number+1; k++)

{

if(k==pred.proc_id) //communication time is zero
start_enable_time=proc[k].start_time; }
elsef //there exists communication time

if(proc_start_time>=(pred_finish_time+subtask[i].comm)
start_enable_time=proclkl.start_time;
else

)

start_enable_time=pred_finish_time+subtaskl[il.comm;

}
if(min_proc_start_time>start_enable_time){

min_proc_start_time=start_enable_time;

min_proc_id=k; }
Do_subtasklil.subtask_id=subtask[il.id;
Do_subtask[i].start_time=min_proc_start_time;
Do_subtaskl[il.finish_time=min_proc_start_time+subtask[il.ex;
Do_subtasklil.proc_id=min_proc_id;

Fig 4. Non-duplication allocation algorithm

in Figure 5 indicate the IPC(Inter Processor 3.4.2 Allocation algorithm allowing duplica-

Communication)time, and we can see where the tion
overall tasks violate the deadline of the three time

units.

The task duplication in the existing real-time

system was considered to the deadline of each
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Fig 5. Allocated result applied to non-duplication allocation

tasks [9,17], but we considered the duplication to
be an improvement of the processor utilization of
the serial~parallel subtasks. We allocated the tasks
to the processors by using the following EDFRN

(Effective Duplication Frist and Reduction Next)
method, and then compared it with the existing
method. The computed EST value is used to decide
the priority of each subtasks. To be describe the
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.meaning of the variables used in that algorithm,
BC(Bottom-up Computation) is the amount of the
communication time and the execution time from
the end task to r,. CIP is the critical immediate
parent that has the largest MAT(Message Arriving
Time), which is the completion time plus com-
munication time from each immediate parent. ECT
is the earliest completion time r, which can carry
out. IP is the immediate parent. JT is the join task
which has more than one immediate parents. LT
is the most recent task assigned to each processor
Pi. MAT is the message arrival time from z,_; to

7, . Pa is the processor. P. is the critical processor
that CIP is assigned to. Py is the idle time processor
without the task allocation at the point in time when
the arbitrary task is scheduled. And P, expresses

the new processors respectively.

1) FUTD algorithm

In the algorithm of the FUTD(Fully connected,
Unbounded Task Duplication) in Figure 6, first of
all, we cluster the task by using linear clustering,
and BC value is used to determine the priority of
the tasks. The tasks in the cluster are inserted to
the ready queue when they are ready. The se-
quence of inserts are done in descending order
according to their computed BC value, and the
processor number which is allocated to the task
correspond to the cluster number. Then we start
assigning the tasks to the processors, and continue
to execute until the ready queue is empty.

Getting the BC value, which is the priority of
each task, and assigning the subtasks to the

FUTD algorithm

if 7, is not a Join task
if not scheduled IP onto P, and unused P,
copy the scheduled up to IP onto Pa
. /P, is corresponding the processor C,
endif
schedule r, to Pa
else try_duplication(Pa, )
schedule 7, to Pa
endif

Fig 6. FUTD Algorithm

processor by applying the FUTD to it, we can
obtain the processor utilizations of the 17

processors as follows: U, =1, U, =0.4416 , U3 =

0.583, Uy =0.167, Us =0.167, U;=0.15, U; =

0.225, Usg=0.225, Uy =0.225, U,y =0.138, Uy, =
0.138, Uy, =0.129, U;3=0.13, U, =0.171, Us =
0.179, Uy =0.171, Uy;; =0.179. Concerning the
completion time of executing the entire task, the
execution is completed in 240 time units due to the
improved the deadline miss before the duplication.
23 time units of IPC time decreases, but if im-
mediate parents are not LT, it has the demerits that
the more the task graph is deep, the more the
number of the processors increases because the
subtasks continue to be allocated to the new
processors.

2) EDFRN algorithm
The EDFRN(Effective Duplication First and
Reduction Next) algorithm in Figure 7 considers
the new processor after considering the descending
order of the idle time processor at the point of time
when the subtask is assigned to the current target

Processor.

EDFRN algorithm
initialize() //build a priority queue using EST//
for each subtask r, in the queue //in FIFO manner//
if 7, is not a Join task  //r, has only one IP//
identify the IP
if the IP is LT
schedule z, to the P having the IP
else if there exists having the Py
copy the schedule up to the IP onto Py
schedule 7, to Py
else copy the schedule up to the IP onto P,
schedule ¢, to P,

endif
else //if ¢, is a Join task
identify CIP and Pc
if CIP is LT
DFRN(P. ,z, )  //apply DFRN to P,

schedule r, to the P. having the CIP
else //if CIP is not LT
copy the schedule up to CIP onto P,

DFRN(P, .z, ) //apply DFRN to P,
schedule r, to the P,
endif
endif

endfor

Fig 7. EDFRN Algorithm
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The EDFRN algorithm is a method of using the the interprocessor communication time reduces,
processor effectively through minimizing number and the processor utilization increases.
of processors, which is the demerits of FUTD. As In Figure 8, each subtask is assigned to the

a result of executed by EDFRN algorithm, the processors by applying EDFRN. From the result
deadline miss of the entire task does not happen, we obtained the 9 processors utilization as follows
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Fig 8. Allocated result applied to EDFRN algorithm
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U=1,0,=0.73,U;=0.6,U,=0.52, U;=
0.645, Us =0.254 , U; =0.1416 , Uy =0.1375 , Uy
=0.15. The execution completion time of the
entire task is the same as the FUTD, but the IPC
time reduce to 35 time units. Finally, compared
with non-duplication method, EDFRN method did
not violate the deadline in the execution completion
time of the entire task, and reduced the IPC time
of B8 time units.

4. Performance evaluation

To measure the assignment performance of the
proposed subtask deadline assignment algorithm
and the duplication allocation algorithm, like the
existing paper{17], we supposed that the task graph
had 1~ 3 periodic tasks with different periods, 4~
10 subtasks, and carried out the simulation so that
the communication time between each subtask of
the 1~ 10 time units and the execution time of the
1~25 time units were applied. The results of the
allocations before and after duplication executions
allowed considerable improvements in the proc-
essor utilization as shown in the Table 2. In case
of FUTD, the average processor utilization rate
before the duplication showed a decrease of 19,
but the proposed method showed an increase of
109%. Also, the executing completion time of the
entire task was identical with that of FUTD, but
IPC time was less than that of FUTD.

Figure 9, 10 shows that the EDFRN improved
the average processor utilization and the entire

387

task deadline miss, compared with those before and

after duplication.

Processor Utilization

2 Norv- duplcation 0.89 0.045 0.845 0.41
el FuTD 1 0.129 0.871 0.26
[REoern 1 0.137 0.863 0.46¢

Fig 9. The processor utilization before and after
duplication

Total Task Conpletion Time

[ Tofal Task
Completion Time

Fig 10. The Entire task executing completion time
before and after duplication

Figure 11 shows that the proposed EDFRN re-

duces the 58 time units of the IPC time before and
after duplication.

5. Conclusion

This paper focused on the problem of subtask

Table 2. Comparison allocation result before and after duplication.

Before After Duplication
Duplication FUTD Proposed
Processor Heaviest Load @ 0.39 1.0 1.0

Utilization Lightest Load @ 0.045 0.129 0.137

®-® 0.845 0.871 0.863

Average Load 0.41 0.26 0.464
Total Task Completion Time 243 time unit 240 time unit 240 time unit
IPC Time 64 time unit 41 time unit 6 time unit
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IPC Time
100
501
0
Non- | FUTD |EDFRN
[cipc Time | 64 41 6

Fig 11. The IPC time before and after duplication

deadline assignment in a distributed real-time
system. We transformed the task graph extended
in LCM length on the basis of the EST value of
the real-time timing characteristics. We proposed
the effective deadline assignment algorithm consid—
ering the communication time and the execution
time between subtasks according to their types,
minimized the deadline miss rate of subtasks. Also,
we proposed the task duplication assignment algo—
rithm which allowed the real-time timing char-
acteristic of the existing duplication method to
obtain a faster execution completion time by mini-
mizing the communication time between the proc—
€ssors.

As the result of the assignments we could, re-
duce the IPC time by applying the real-time timing
characteristics to FUTD in which the duplication
stage was constructed with the 2 stages, improve
the average processor utilization and decrease the
processor utilization deviation by using the idle time
processors more effectively. In future research, we
will focus on the development of a more compre—
hensive duplication method which considers the
non-periodic tasks and its software tools along
with the simulation environment.
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