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Testing Homogeneity of Diagonal Covariance Matrices of K
Multivariate Normal Populations

Hea-Jung Kim?

Abstract

We propose a criterion for testing homogeneity of diagonal covariance matrices of K
multivariate normal populations. It is based on a factorization of usual likelihood ratio,
intended to propose and develop a criterion that makes use of properties of structures
of the diagonal covariance matrices. The criterion then leads to a simple test as well as

to an accurate asymptotic distribution of the test statistic via general result by Box
(1949).
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1. Introduction

Suppose that X (7),...,X ny(7) denote N; independent p-variate observations from

N,(6,2), i=1,...,K. Then the general multivariate linear model for the observations is
EX(D=2z,(DB1+2p()By++2,(DB, 7i=1,...N,, i=1, .. K, (1.1

where the z;,(7)’'s are known constants and B ,’s are unknown p-component parameter
vectors. Let assume X[ =-=2X,=23 and let a pX ¢ matrix B =(8,8,,...,8,), a pXN
matrix ¥ =(X (1), X4(1),..., X y(K)) and a Nxg matrix Z= {z;,(i)}. Then the model

(1.1) can be written as

EY=ZB, where (Y)=1,2%, (1.2)

where N= ﬁlN ; and the symbol & represents the direct Kronecker product of two matrices.

The combination of the formulas in (1.2) are referred to as the multivariate Gauss-Markov
setup. The model (1.2) has broad application, especially in the life and social sciences, and hence
bears inference problems due to various patterns of the correlation among response variables(see
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e.g. Kshirsagar and Smith 1995, Krzanowski and Marriott 1995, Weissfield and Kshirsagar 1992
and Timm 1980).

On the other hand, if a hypothesis H:X ==X g= D, a diagonal matrix, is true, we no
longer need the general multivariate model to analyze the p-dimensional data. Instead we need

K univariate linear models
EY ;= ZB;, where W(Y)=0%y, i=1,...K, (1.3)

where Y, and B, are respective 7th columns of Y and B, and 0% represents 7th

diagonal element of the diagonal matrix D). Thus the test of H is necessary for certain
procedures in MANOVA, repeated measures method, MDA(multiple discriminant analysis),
multivariate regression analysis and so on where linear models are designed to take into account

the presence of p correlated response variables (cf. Krzanowski and Marriott 1995). In other
words, when H is true, various problems involved in analyzing the multivariate model (1.1)
disappear, because we can simply adopt well defined univariate linear models analyzing each
response variable separately.

A criterion for testing the hypothesis of 2,=:-=2 g has been obtained by Box(1949), see
Rencher(1995) for an example. However an accurate criterion for testing H has not been seen
vet. This is due to the complex distributional theory involved in the likelihood ratio for H.
Although usual Wilks's approximation(1946) is available for the test statistic of H, however in

small samples, it may tend to have the actual significance level greater than the nominal
significance level (cf. Greenstreet and Conner 1974). Present paper considers an alternative

criterion for testing H. Section 2 shows that by means of the Lemma 10.3.1 of Anderson

(1984), an exact likelihood ratio criterion for testing H can be derived. Then Section 3 suggests
a modified likelihood ratio criterion that leads to a simple test as well as to accurate asymptotic
distribution of the test statistic. Finally, some concluding remarks are given in Section 4.

2. Test Criterion

Let X, (i) denote jth independent observations from Zth population N (8,2 ),
i=1,...,K, and j=1,...,N;. If it is desired to test the hypothesis H:X;=:=Xg=D
based upon X (7)°s, we cannot use the standard Box M-test (cf. Box 1949, Anderson 1984).

However the following theorem enables us to derive a test criterion for H.

Lemma 2.1 (Anderson 1984). Let Z be an observation vector on a random vector with density

AY,8,¢4), where & and ¢ are vectors of variances and means in spaces 2 and ¥. Let H,
be the hypothesis 62 ,CQ2, let Hp be the hypothesis §€Q,C82,, given d€2,. Then the
likelihood ratio of the hypothesis, H .5, that 682 ,, given = is
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max segQ,, = wf(Z,a, ¢ .

Aa = —Aax/‘ »
# max seoevf2,8,9) g
where
max 5eQa,;belFf(zy8y ¢) max ae.Q,,,¢ewf(Z.5,¢)
Ap= and A= ]
max sego, ge wf(2,6, ) max seg, gew(2,6,9)

Since the hypothesis H is as a combination of the hypothesis H 4 : Covariance matrix of

X(i) is diagonal or the components of X(7) are independent for 7/=1,...,K, and

HpD,==Dg, ie. X(i)'s have common diagonal covariance matrix or each component of

X(7) have common variance for 7=1,...,K. Thus by Lemma 2.1, the likelihood ratio criterion

A for H is the product of the criterion Ay, for H4 and Ay, for Hpg. We can easily see

that the criterion for H 4 is

_ RO
An,= Ilj N2’

]Ijlvli(i)

N _ _
where V(i) = ]Zl(Xj(i)_ XX ; (D= X@D) ={v,.(D}.

Likelihood ratio criterion for H g given H 4 is true can be viewed as a combination of the

(2.1

hypothesis H,: The first diagonal elements of DJ;'s are equal, H,: The second diagonal

elements are equal given H; is true, up to H,: The pth diagonal elements are equal given

other hypotheses are true. Let X ()=(X;(3,....X,(?))" and let the mean vector

0=, (D, ...,.u{),i=1,..,K, j=1,..,N,, so that X (i) be an observation from the

ith univariate normal population N(yz (7)), 0%(2’)). We wish to test the hypothesis
Hio¥(1)=-=03(K).

which is equivalent to the hypothesis of equality of the first diagonal elements in X;’s.

For the several sample case, various procedures have been proposed(cf. Rencher 1995). The

likelihood ratio criterion obtained from the marginal distributions of X ;{2)" s is

A, =—= : (2.2)
1 o ﬁ N
where v,(1),...,v,(K) are independent mean corrected sum of squares of X (7) s,

vn— g}vu(l) and N= glNi.
Similarly, we consider testing the equality of variances of X ,(d)’s, £ =2,...p, when we

assume the variances of X ,-(7) 's are the same, ¢ '< /7 ; that is, we test
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H,: ¢%(1)=+=0%(K) given % (\)==0%(K), ¢'=1,.., ¢ —1.

We can see that the hypothesis is equivalent to that of homogeneity in the £ s diagonal
elements of X,/s. From the joint distribution of X ,{7)’'s, we can easily derive that the

likelihood ratio criterion for testing H , that is

Ap=—= , 2.3
T e -
where v ,,(1),...,v , ,(K) are independent mean corrected sum of squares of X , A1)’ s and

Viee™= gvil(i)-

Lemma 2.1 notes that the likelihood criterion for the hypothesis H g is the product of the
likelihood criteria for H, through H,,

NJ2 (24)

(2

ﬁﬂ[ lljlvzz(i)NZ/z
=1

NN/2
e fm i
=1 NiJ2

L

Similarly, the likelihood criterion Ay for H is the product of the criterion Ay, for H, and

Ay, for Hpg. Thus the criterion for H is
J Miveal ™"

o . (25)
Ji ) Vs

It can be easily seen that Ay,, Ay, and Ay are invariant with respect to change of

Ap=2 HJ Hz™

=1

location within populations and a common linear transformation

Y()=CX(D+¢), i=1,.. K, j=1,...,N;. (2.6)
where C is a singular.

3. Distribution of the Criterion

In this section we shall consider distribution of the test criterion. The criterion considered is
the likelihood ratio criterion A 5 modified for unbiased estimates. To distinguish it from A, it
is asterisked:

Au=u, Xy, 3.D

where
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~1 vil2
/1* 4=Ili IV(Z)I , /{* = ﬂ A, =
R | PPNOR

v;=N,;,—1 and v= fu,-.

(2

? ﬁviz(i) w2
1111 - ’

VV/Z
v/2
Vi
1=]

Bartlett(1937) gave an intuitive argument for the use of the modified criterion in place of the
likelihood ratio criterion. Perlman(1980)

has shown that the tests based on the modified
criteria are unbiased.

Lemma 3.1 When the hypothesis H 4 is true, Ath moment of A ;{A i

B reasmneea-op)
EAY =K, ————

> , (3.2)
iljlf”{vf(uh)/z}
where Ki= I1 rovs2% 1 T ricv,+1- )72,

Proof. Under the hypothesis, Z,=|V(i|/ [Iallv ¢ () is distributed as ﬁzX , Wwhere the

X ,’s are independent and X , has beta distribution with parameters (v,— ¢ +1)/2 and
(¢—-1D/2, ie. Z~B(v,—¢+1)/2,(2¢—1)/2) (cf

. Anderson 1984, p.383), where
IiZ Y= % . Moments of Z, are

5 (v, — 2 +1D/2+6,)  I'{v,/2}
Elz;1= 1112( M{(v,— ¢ +1)/2}) I’{uz‘/2+3i})

I’y /2) Mit1=2)2+8 .
B FD{V,‘/Z‘*“&{} /I‘ll Fz{(uz-}—l_z)/z} ’ 6_0,].,

Since Z,,...,Z g are independent, we have FEA th by IleZ f', where &= hv /2
We now find the moments of Ax,. Let

IEPNOR
ng =

V2
Uy

and let W= [I‘LU ¢, then the moments of W determine the distributions of

W, and hence
A'y, uniquely, for 0<W <1.
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Lemma 3.2 For U,'s, ¢ =1,...,p, their moments are equal and

re2) [ v 1+ w/2)
ro+ 2y 1o j2)

EU,= , h=0,1,.... (3.3

Proof. Given H 4 is true, U,,...,U, are independent. To derive the distributions of U ,’s,
we make use of Theorem 10.4.1 and Theorem 10.4.2 in Anderson(1984). First let us consider
U,. If we set

_ (Ull(l)+...+vll(j_1))(V1+...+v,- x)/2v11(].) vil2 i B
(vll(l)+"'+vll(])) (yl+“.+1‘)}/2) » g ooy N

Uy
then U,= IiU ; and U);'s are independently distributed as
[

(vitetv; D2 2
UUZXI;” vyl (]._le)y/ N

where X ,; has the beta distribution with parameters (v +-+v,)/2 and v;/2, ie.
By ++v,_D/2, v,/2), j=2,...,K. This gives

EUf _ E[ ]]jzXﬁgul+..‘+yi,l)/2(l_le) hy /2
Ii {Q+my,+-+v,;,_)/2} 'y +-+v)/2}
]=( F{(V1+"'+Uj_1)/2} F{(1+h)(U1++V})/2}

F{(1+h)UJ/2}
Iy} )

Simplifying the last term gives the result. Exactly the same derivation in the above applies
for obtaining EU é’ through EU Z.

Theorem 3.1 The kth moment of the criterion A’y for H is

i ]jl ;ilr{u,.(1+h)/2+(1— 2)/2)
PO+ 1)/2) ’

v/2

v
vi2
Vi
=1

EAxyt=4

(3.4)

where

_ I’{y/2} _
[Iilf{(unLl— 2)[2}

4

Proof. The distribution of the likelihood criterion under the null hypothesis can be characterized
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by the independence of A}, and A}, and their respective moments. It is easy to show that if
H, is true the sample correlation coefficients {», , (D= v, ,(D/(v,, (Dv , (D) vz
£+ ¢}, are distributed independently of the sample variances {v,,(7)/v;} (cf. Anderson
1984, p.267). Since Ay, and Ay, in (31) depend only on {r, , ()} and {v,,(d)}

respectively, we see that they are independently distributed when H is true. This gives

EAi= EA}, EAY,, where

EXy,=

NE'

U,
ﬁ vil2

]"”Ji

Thus the result is obtained by Lemma 3.1 and Lemma 3.2.
Box (1949) suggested a general asymptotic expansion of the distribution of a random variable
whose moments are certain functions of gamma functions. By use of the expansion, we derive

the distribution of A% for testing H as follows.

Theorem 3.2. A close approximation to the distribution of A "7 under H is given by
P{—2plogdp<t} =P (N<t+w [P’ (F+H) <t —PX*(H<tl+0(v™%, (35

where f= p(Kp+K—2)/2,

o 2 2% +3p—1 1 _ 1
e=1 3(pK+K—2)( 4 =y V),and
_ 1 (3(Kpt+K—2) ;1 Nz 1 2p%4+3p—1 & 1 1
Wy = 602{ 4 (1-0°—(1 P)P( 1 2} v, u)
n (b—l)i)(b8+1)(1>+2) 21_12}
Proof. Set
b=p,v,=v/2, n;=0; j=1,...,0,
a=pK,x,=vif2, k=p(i—1)+1,....p;, i=1,....K,
S,=01—2)/2, k=224 ¢, . 20K-1)+2¢, ¢=1,..,p.
Then the moment of A *Hh can be expressed as
)
oh ﬁ(y )7 ij{xk(l+h)+6k}
EA a4 = , h=0,1,2,...,

J”I(x,»’“ I Pty 1+ 1)+ 0)

where 4% = Ib[F{yj+7),}/ﬂF{xk+6k}. Since ;:xk= ﬁ:‘y1=pu/2 and EAy =1, the
=1 =1 =1 1=
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. *h . . . . e
random variable Ay, whose moments are certain functions of gamma functions, satisfies the

conditions for Box's(1949) theorem of a general asymptotic expansion of the random variable(see

e.g. Anderson(1984, p.311)). Applying Box’'s theorem and taking a second order approximation to
the distribution of M=—2plogA ;1}1 we have the result.

4. Concluding Remarks

In this paper, we have suggested a modified likelihood ratio criterion for testing H that
covariance matrices of K multivariate normal populations are equal and diagonal. This is

obtained by observing that H is a combination of the hypothesis H 4: 2X,'s are diagonal or
the components of X (i)’ s are independent and H p: The diagonal elements of X;’s are equal

given ZX;’'s are diagonal or the variances of a component of X {(7) 's are equal across the K
populations given the components are independent. The likelihood ratio criterion leads to a
simple test as well as to accurate asymptotic distribution of the test statistic via the general
result by Box(1949). When H is true, the analytical ease with which result can be obtained
using the test criterion makes it attractive for use in analyzing the multivariate linear models.
For example, in the one-way MANOVA problem, if the suggest test accepts H, it will be
straightforward to analyze treatment effects simply under a set of one-way ANOVA models.

While the suggested test criterion is useful, it is recognized that criteria for other types of
hypotheses, for example, a criterion for testing that K covariance matrices are equal and
intraclass, are worthy to study. Further study pertaining to deriving the test criteria would be
useful and is left for future research.
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