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## 1. Introduction and Preliminaries

In the theory of special functions, it is presumably safe to say that the hypergeometric series is one of the important functions. The socalled hypergeometric series is defined by

$$
{ }_{2} F_{1}(a, b ; c ; z)={ }_{2} F_{1}\left[\begin{array}{r}
a, b,  \tag{1.1}\\
c ;
\end{array}\right]:=\sum_{n=0}^{\infty} \frac{(a)_{n}(b)_{n}}{(c)_{n}} \frac{z^{n}}{n!},
$$

where $a, b$ and $c$ are arbitrary complex constants and ( $\alpha)_{n}$ denotes the Pochhammer symbol (or the generalized factorial, since ( 1$)_{n}=n$ !) defined by

$$
(\alpha)_{n}=\left\{\begin{array}{c}
\alpha(\alpha+1) \cdots(\alpha+n-1)  \tag{1.2}\\
\text { if } n \in \mathbf{N}:=\{1,2,3, \cdots\} \\
1 \\
\text { if } n=0 .
\end{array}\right.
$$

From the fundamental functional relation of the Gamma function $\Gamma$, $\Gamma(z+1)=z \Gamma(z)$, we have

$$
\begin{equation*}
(\alpha)_{n}=\frac{\Gamma(\alpha+n)}{\Gamma(\alpha)}, \tag{1.3}
\end{equation*}
$$

where $\Gamma$ is the well-known Gamma function whose Weierstrass canonical product form is given by

$$
\begin{equation*}
\{\Gamma(z)\}^{-1}=z e^{\gamma z} \prod_{k=1}^{\infty}\left(1+\frac{z}{k}\right) e^{-\frac{z}{k}}, \tag{1.4}
\end{equation*}
$$

[^0]$\gamma$ being the Euler-Mascheroni's constant defined by
\[

$$
\begin{equation*}
\gamma=\lim _{n \rightarrow \infty}\left(\sum_{k=1}^{n} \frac{1}{k}-\log n\right) \cong 0.577215664 \cdots \tag{1.5}
\end{equation*}
$$

\]

From definitions (1.2) and (1.3), we can easily deduce the following formulas:

$$
\begin{align*}
(\alpha)_{n-k} & =\frac{(-1)^{k}(\alpha)_{n}}{(1-\alpha-n)_{k}} ; \\
(-n)_{k} & =\left\{\begin{array}{cl}
\frac{(-1)^{k} n!}{(n-k)!} & \text { if } 0 \leq k \leq n \\
0 & \text { if } k>n .
\end{array}\right. \tag{1.6}
\end{align*}
$$

In this paper we first give more contiguous relations besides 15 Gauss's contiguous retations among hypergeometric functions. We then apply some of these identities to obtain various identities involved in Jacobi polynomials. We also point out how some of those identities presented here were applied elsewhere.

## 2. The Contiguous Function Relations in ${ }_{2} F_{1}$

Gauss defined as contzguous to $F(a, b, c ; z)$ each of the six functions defined by increasing or decreasing one of the parameters by unity. For simplicity in printing, we use the notations

$$
\begin{align*}
F & ={ }_{2} F_{1}(a, b ; c ; z), \\
F(a+) & =F(a+1, b ; c ; z),  \tag{2.1}\\
F(a-) & =F(a-1, b ; c ; z)
\end{align*}
$$

together with similar notations $F(b+), F(b-), F(c+)$, and $F(c-)$.
Put $\delta_{n}=\frac{(a)_{n}(b)_{n}}{(c)_{n}} \frac{z^{n}}{n^{1}}$ so that $F=\sum_{n=0}^{\infty} \delta_{n}$ and

$$
\begin{equation*}
F(a+)=\sum_{n=0}^{\infty} \frac{(a+1)_{n}}{(a)_{n}} \delta_{n}=\sum_{n=0}^{\infty} \frac{a+n}{a} \delta_{n} . \tag{2.2}
\end{equation*}
$$

By using differential operator $\theta=z\left(\frac{d}{d z}\right)$, we readily find that

$$
\begin{align*}
(\theta+a) F & =\sum_{n=0}^{\infty}(a+n) \delta_{n} \\
\theta F & =z \sum_{n=0}^{\infty} \frac{(a+n)(b+n)}{(c+n)} \delta_{n},  \tag{2.3}\\
\theta F(a-) & =(a-1) z \sum_{n=0}^{\infty} \frac{b+n}{c+n} \delta_{n} .
\end{align*}
$$

Gauss proved that between $F$ and any two of its contiguous functions, there exists a linear relation with coefficients at most linear in $z$. He obtained 15 relations among contiguous hypergeometric functions (see Rainville [6, p. 71]).

Indecd, in view of (2.2) and (23), the following five relations are obtained:

$$
\begin{aligned}
(a-b) F & =a F(a+)-b F(b+), \\
(a-c+1) F & =a F(a+)-(c-1) F(c-),
\end{aligned}
$$

$$
\begin{align*}
{[a+(b-c) z] F } & =a(1-z) F(a+)-c^{-1}(c-a)(c-b) z F(c+),  \tag{2.4}\\
(1-z) F & =F(a-)-c^{-1}(c-b) z F(c+), \\
(1-z) F & =F(b-)-c^{-1}(c-a) z F(c+) .
\end{align*}
$$

We then obtain the remaining ten such relations by combining relations in (2.4):

$$
\begin{aligned}
{[2 a-c+(b-a) z] F } & =a(1-z) F(a+)-(c-a) F(a-), \\
(a+b-c) F= & a(1-z) F(a+)-(c-b) F(b-), \\
(c-a-b) F= & (c-a) F(a-)-b(1-z) F(b+), \\
(b-a)(1-z) F= & (c-a) F(a-)-(c-b) F(b-), \\
{[1-a+(c-b-1) z] F=} & (c-a) F(a-)-(c-1)(1-z) F(c-), \\
{[2 b-c+(a-b) z] F=} & b(1-z) F(b+)-(c-b) F(b-), \\
{[b+(a-c) z] F=} & b(1-z) F(b+)-c^{-1}(c-a)(c-b) z \\
& \times F(c+),
\end{aligned}
$$

$$
\begin{align*}
& (b-c+1) F=b F(b+)-(c-1) F(c-), \\
& {[1-b+(c-a-1) z] F=(c-b) F(b-)-(c-1)(1-z) F(c-),} \\
& {[c-1+(a+b+1-2 c) z] F=(c-1)(1-z) F(c-)}  \tag{2.5}\\
& \quad-c^{-1}(c-a)(c-b) z F(c+) .
\end{align*}
$$

The notation used in (2.4) and (2.5) is extended as in the following examples

$$
\begin{aligned}
& F(a-, b+):=F(a-1, b+1 ; c ; z), \\
& F(b+, c+):=F(a, b+1 ; c+1 ; z),
\end{aligned}
$$

and so on. Next, we obtain more contiguous function relations involving those just defined by making use of identities in (2.4) and (2.5):

$$
\begin{aligned}
& F=F(a-, b+)+c^{-1}(b+1-a)(c-b) z F(b+, c+), \\
& (a-1) F=(a-b-1) F(a-)+b F(a-, b+), \\
& (b-1) F=(b-a+1) F(b-)+a F(a+, b-), \\
& (a-1) F=(a-c) F(a-)+(c-1) F(a-, c-), \\
& c F=(c-a) F(c+)+a F(a+, c+), \\
& (a-1)(1-z) F=[a-1+(b-c) z] F(a-)+c^{-1}(c-a+1) \\
& \quad \times(c-b) z F(a-, c+), \\
& \frac{(c-a-1)(c-b-1) z F}{(c-1)}=[(c-b-1) z-a] F(c-)+a(1-z) \\
& \quad \times F(a+, c-), \\
& F=(1-z) F(a+)+c^{-1}(c-b) z F(a+, c+), \\
& (c-1)^{-1}(c-b-1) z F=(z-1) F(c-)+F(a-, c-), \\
& F=(1-z) F(b+)+c^{-1}(c-a) z F(b+, c+), \\
& (c-1)^{-1}(c-a-1) z F=(z-1) F(c-)+F(b-, c-), \\
& (a-1)(1-z) F=(a+b-c-1) F(a-)+(c-b) F(a-, b-), \\
& (c-b-1) F=(c-a-b-1) F(b+)+a(1-z) F(a+, b+), \\
& (c-a-1) F=(c-a-b-1) F(a+)+b(1-z) F(a+, b+), \\
& (b-1)(1-z) F=(a+b-c-1) F(b-)+(c-a) F(a-, b-), \\
& (c-a-1) F=(b-a-1)(1-z) F(a+)+(c-b) F(a+, b-), \\
& (c-b-1) F=(a-b-1)(1-z) F(b+)+(c-a) F(a-, b+),
\end{aligned}
$$

$$
\begin{aligned}
& (c-a-1) F=[-a+(c-b-1) z] F(a+)+(c-1)(1-z) F(a+, c-), \\
& c(1-z) F=[a-1-(c-b) z] F(c+)+(c-a+1) F(a-, c+), \\
& (b-1)(1-z) F=[b-1+(a-c) z] F(b-)+c^{-1}(c-a)(c-b+1) z \\
& \times F(b-, c+), \\
& \frac{(c-a-1)(c-b-1) z F}{(c-1)}=[-b-(a-c+1) z] F(c-)+b(1-z) \\
& \times F(b+, c-), \\
& (b-1) F=(b-c) F(b-)+(c-1) F(b-, c-), \\
& c F=(c-b) F(c+)+b F(b+, c+), \\
& (c-b-1) F=[-b+(c-a-1) z] F(b+)+(c-1)(1-z) F(b+, c-), \\
& c(1-z) F=[b-1-(c-a) z] F(c+)+(c-b+1) F(b-, c+) .
\end{aligned}
$$

The first identity of which was posed as a problem in $[6$, p. 72 , Exercise 22]. Indeed, by using (2.3), we fird two contiguous function relations

$$
\begin{array}{r}
\theta F(a-)=(a-1) z F-c^{-1}(a-1)(c-b) z F(c+) \\
\theta F(a-)=(a-1) F-(a-1) F(a-) \tag{2.3.1}
\end{array}
$$

In view of (2.3.1), we can easily find that

$$
\begin{equation*}
(1-z) F=F(a-)-c^{-1}(c-b) z F(c+) \tag{2.3.2}
\end{equation*}
$$

Similarly, we may write

$$
\begin{equation*}
(1-z) F=F(b-)-c^{-1}(c-a) z F(c+) \tag{2.3.3}
\end{equation*}
$$

We now have a contiguous function relation, together with (2.3.2) and (2.3.3),

$$
\begin{equation*}
(a-b) F=a F(a+)-b F(b+) \tag{2.4.1}
\end{equation*}
$$

which, with replaced $a$ by $a-1$, yields

$$
\begin{aligned}
(a-1-b) \sum_{n=0}^{\infty} \frac{(a-1)_{n}(b)_{n}}{(c)_{n}} \frac{z^{n}}{n!}= & (a-1) \sum_{n=0}^{\infty} \frac{(a)_{n}(b)_{n}}{(c)_{n}} \frac{z^{n}}{n!} \\
& -b \sum_{n=0}^{\infty} \frac{(a-1)_{n}(b+1)_{n}}{(c)_{n}} \frac{z^{n}}{n!}
\end{aligned}
$$

from which we obtain

$$
\begin{equation*}
(a-1) F=(a-b-1) F(a-)+b F(a-, b+), \tag{2.6.1}
\end{equation*}
$$

which is the second identity of (2.6).
Others can readily be obtained by using (2.3) and combining suitable identities in (2.4) and (2.5).

## 3. Applications

Consider Jacobi polynomials (see Szegö [9, pp. 23-29]) $P_{n}^{(\alpha, \beta)}(x)$ which may be defined by

$$
\begin{equation*}
P_{n}^{(\alpha, \beta)}(x)=\frac{(1+\alpha)_{n}}{n!}{ }_{2} F_{1}\left(-n, 1+\alpha+\beta+n ; 1+\alpha ; \frac{1-x}{2}\right) . \tag{3.1}
\end{equation*}
$$

It follows, with the usual differentiai operator $D=d / d x$, that

$$
\begin{equation*}
D P_{n}^{(\alpha, \beta)}(x)=\frac{1}{2}(1+\alpha+\beta+n) P_{n-1}^{(\alpha+1, \beta+1)}(x) . \tag{3.2}
\end{equation*}
$$

By simple transformation, we found that

$$
\begin{align*}
& P_{n}^{(\alpha, \beta)}(x)=\frac{(1+\alpha)_{n}}{n!}\left(\frac{x+1}{2}\right)^{n}{ }_{2} F_{1}\left(-n,-\beta-n ; 1+\alpha ; \frac{x-1}{x+1}\right),  \tag{3.3}\\
& P_{n}^{(\alpha, \beta)}(x)=\frac{(1+\alpha)_{n}}{n!}\left(\frac{x-1}{2}\right)^{n}{ }_{2} F_{1}\left(-n,-\alpha-n ; 1+\beta ; \frac{x+1}{x-1}\right) .
\end{align*}
$$

If we use (3.2) and (3.3), we obtain

$$
\begin{align*}
& (\alpha+\beta+n+1) P_{n}^{(\alpha, \beta+1)}(x) \\
& \quad=(\beta+n+1) P_{n}^{(\alpha, \beta)}(x)+(\alpha+n) P_{n}^{(\alpha-1, \beta+1)}(x) \tag{3.4}
\end{align*}
$$

Now we show how the principles presented in Section 2 can be applied to obtain some identities involving Jacobi polynomials. Consider the second identity of (2.6), that is, (2.6.2) :

$$
\begin{aligned}
& (a-1) F(a, b ; c ; z) \\
& \quad=(a-b-1) F(a-1, b ; c, z)+b F(a-1, b+1 ; c ; z) .
\end{aligned}
$$

Put $a=-n+1, b=1+\alpha+\beta+n, c=1+\alpha, z=\frac{1}{2}(1-x)$ in (2.6.2) to obtain

$$
\begin{align*}
(\alpha+\beta & +2 n+1) P_{n}^{(\alpha, \beta)}(x) \\
& =(\alpha+\beta+n+1) P_{n}^{(\alpha, \beta+1)}(x)+(\alpha+n) P_{n-1}^{(\alpha, \beta+1)}(x) \tag{3.5}
\end{align*}
$$

Finally, combining (3.4) and (3.5) yields

$$
\begin{equation*}
P_{n}^{(\alpha, \beta)}(x)=P_{n-1}^{(\alpha, \beta+1)}(x)+P_{n}^{(\alpha-1, \beta+1)}(x) \tag{3.6}
\end{equation*}
$$

Similarly, using the last two contiguous function relations in (2.4), we obtain from (2.6.1),
$F(a, b ; c ; z)=F(a-1, b+1 ; c ; z)+c^{-1}(b+1-a) z F(a, b+1 ; c+1 ; z)$.
In view of (2.6.1), as in (3.6) (see also Rainville [6, pp. 263-265]), we obtain

$$
\begin{equation*}
(1+x) P_{n}^{(\alpha, \beta+1)}(x)+(1-x) P_{n}^{(\alpha+1, \beta)}(x)=2 P_{n}^{(\alpha, \beta)}(x) \tag{3.7}
\end{equation*}
$$

Choi et al. [5] applied the fourth identity of (2.4) and the first one of (2.6), respectively, to obtain two useful contiguous analogues of the Kummer's summation formula

$$
{ }_{2} F_{\mathrm{L}}\left[\begin{array}{ccc}
a, \quad b & ; & 1  \tag{3.8}\\
\frac{1}{2}(a+b+1) ; & \frac{1}{2}
\end{array}\right]=\frac{\Gamma\left(\frac{1}{2}\right) \Gamma\left(\frac{1}{2}+\frac{1}{2} a+\frac{1}{2} b\right)}{\Gamma\left(\frac{1}{2}+\frac{1}{2} a\right) \Gamma\left(\frac{1}{2}+\frac{1}{2} b\right)}:
$$

(3.9) ${ }_{2} F_{1}\left[\begin{array}{lll}a, & b & ; \\ \frac{1}{2}(a+b) ; & \frac{1}{2}\end{array}\right]=\Gamma\left(\frac{1}{2}\right) \Gamma\left(\frac{1}{2} a+\frac{1}{2} b\right)$ $\times\left\{\frac{1}{\Gamma\left(\frac{1}{2} a\right) \Gamma\left(\frac{1}{2} b+\frac{1}{2}\right)}+\frac{1}{\Gamma\left(\frac{1}{2} b\right) \Gamma\left(\frac{1}{2} a+\frac{1}{2}\right)}\right\}:$
$(310) \quad{ }_{2} F_{1}\left[\begin{array}{cc}a, b \\ 1+\frac{1}{2}(a+b) ; & \frac{1}{2}\end{array}\right]=\frac{a+b}{a-b} \Gamma\left(\frac{1}{2}\right) \Gamma\left(\frac{1}{2} a+\frac{1}{2} b\right)$

$$
\times\left\{\frac{1}{\Gamma\left(\frac{1}{2} a\right) \Gamma\left(\frac{1}{2} b+\frac{1}{2}\right)}-\frac{1}{\Gamma\left(\frac{1}{2} b\right) \Gamma\left(\frac{1}{2} a+\frac{1}{2}\right)}\right\}
$$

Vowe et al. [10] proved the following identity

$$
\begin{align*}
& \sum_{k=0}^{\infty}(-1)^{k}\binom{n-1}{k} \frac{1}{2^{k}(n+k+1)}=\frac{2^{n}(n-1)!n!}{(2 n)!}  \tag{3.11}\\
& \quad-\frac{2^{-n}}{n}(n \in \mathrm{~N})
\end{align*}
$$

by evaluating the integral

$$
\begin{equation*}
\int_{0}^{1}\left(1-\frac{t}{2}\right)^{n-1} t^{n} d t \tag{3.12}
\end{equation*}
$$

We show the identity (3.11) by making use of one of the contiguous function relations presented here, and another form of Kummer's summation formula:

$$
\begin{align*}
& { }_{2} F_{1}\left(a, 1-a ; b ; \frac{1}{2}\right)=\frac{\Gamma\left(\frac{b}{2}\right) \Gamma\left(\frac{b+1}{2}\right)}{\Gamma\left(\frac{b+a}{2}\right) \Gamma\left(\frac{b-a+1}{2}\right)}  \tag{3.13}\\
& (b \neq 0,-1,-2, \cdots),
\end{align*}
$$

and Legendre duplication formula for the Gamma function

$$
\begin{equation*}
\Gamma\left(\frac{1}{2}\right) \Gamma(2 z)=2^{2 z-1} \Gamma(z) \Gamma\left(z+\frac{1}{2}\right) \tag{3.14}
\end{equation*}
$$

Indeed, it is a routme work to see that the right side of (3.11) (say, $S_{n}$ ) is

$$
\begin{equation*}
S_{n}:=\frac{1}{n+1}{ }_{2} F_{1}\left(-n+1, n+1 ; n+2 ; \frac{1}{2}\right) . \tag{3.15}
\end{equation*}
$$

Now, in view of the second formula in (2.4), we obtain

$$
\begin{align*}
& n_{2} F_{1}\left(1+n, 1-n ; n+2 ; \frac{1}{2}\right)=(1+n)  \tag{3.16}\\
& \quad \times{ }_{2} F_{1}\left(n, 1-n ; 1+n ; \frac{1}{2}\right)-{ }_{2} F_{1}\left(n, 1-n ; 2+n ; \frac{1}{2}\right) .
\end{align*}
$$

Now first applying (3.13) to the first and second series in (3.16), and then using (3.14) in the resulting equation immediately leads to

$$
\begin{equation*}
S_{n}=\frac{2^{n}(n-1)!n!}{(2 n)!}-\frac{2^{-n}}{n} \quad(n \in \mathbf{N}) \tag{3.17}
\end{equation*}
$$

which is just our desired evaluation (3.11) (see also Srivastava [8]).
We conclude this note by noting the principles of Section 2 are no bound and so are their applications.
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