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In this paper, we analyze the performance benefits of
broadband ATM networks when the call control and man-
agement flows are separated from user data flows. The
virtual path tunneling concept for control and manage-
ment flows are applied to the same physical ATM networks.
The behaviors of channel throughput and transfer delay
are analyzed. It results that the proposed virtual short-cut
paths can maintain the network being stable with acceptable
bandwidth. They are very useful to provide the stable control
and management capabilities for Internet and mobile ap-
plications in the broadband ATM networks. In our numeri-
cal results, the effective throughputs of the proposed virtual
short-cut channel are about three times than those of end-
to-end user data channels with hop distances of 10, and
about two times than those with hop distance of 5 when the
link blocking probability increases to 0.1. It concludes that
the effective channel bandwidth are greatly reduced down
while physical links are not stable and user traffic flows are
occasionally overflowed.
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I. INTRODUCTION

The broadband ATM network was originally designed to
provide the connection-oriented virtual channel with the help of
signalling capability. The signalling network architecture is
classified into the channel-associated or non-associated mode.
In the conservative scenario of network evolution, it looks that
the broadband ATM network with overlaid signalling and
management architecture continues to provide the future net-
working services.

Currently, the major telecommunication markets steadily
shift from voice telephony to Internet and mobile applications.
The broadband ATM network may successfully provide the
high speed Internet applications with quality-of-service (QoS)
guarantee, which could be done by the connection-oriented
virtual circuits with flow-based traffic control mechanism. A
number of virtual circuits could be used to emulate the client/
server model of legacy local area network [1]-[3]. The data-,
control-, and configure-direct virtual circuits are used to emu-
late the connectionless LAN services. For future mobile appli-
cations, the broadband ATM network could give a good trans-
mission infrastructure [4]-[7]. It requests the location and
authentication information’s before setting up the end-to-end
virtual circuits. Some virtual circuits are needed to reach to the
mobile databases such as home location register and visitor
location register (HLR/VLR).

To cope with these service demands, the call control and man-
agement (C&M) flows are clearly identified from the normal
end-to-end user flows. The C&M traffics should not be suffered
from congestion of end-to-end user traffics. To guarantee their
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Fig. 1. An example of virtual path tunneling for call control and management in broadband ATM networks.

QoS’s and bandwidths, a priority scheduling mechanism could
be applied to the broadband ATM switch. It simply concludes
that the C&M virtual circuits should be separated from those
for user traffic. It expects that their volumes will increase for
the Internet and mobile applications.

In this paper, we consider the call control and management
architecture overlaying on the physical ATM network as shown
in Fig. 1. The C&M planes are logically built on the same
physical ATM network. Their configurations are independent
of the physical ATM network. The call control and
management virtual channels could be connected though a
number of physical ATM switches. With virtual trunking capa-
bility between source and destination nodes, the short-cut C&M
path could be built by separating from the user data path. To
build control and management virtual links between the C&M
nodes, the intermediate physical ATM switches provide the
cut-through capability without interleaving normal user traffic
flows. The star configuration for the C&M plane may be ac-
ceptable for a regional area. It looks that the short-cut C&M
channel is effective to give the good throughput performance
and reduce network transient situations. Their quality of service
including bandwidth may be guaranteed on physical ATM
links. For network reliability, the C&M virtual circuits are du-
plicated with different physical routes. In the proposed over lay
architecture of C&M plane with virtual trunking, it notes that
the user virtual circuits could be set up by the access signalling
or the specific switch management protocol [8]-{10].

24 Jun Kun Choi et al.

II. PERFORMANCE ANALYSIS OF VIRTUAL
TUNNELING FOR CALL CONTROL AND
MANAGEMENT

Now, we analyze the performance of logical C&M network
over the same physical ATM network. It could be done by per-
formances of throughput, transfer delay and reliability. In our
analysis, the Markovian queuing network models are assumed
both for end-to-end C&M flows and user data flows. The direct
short-cut links for control and management traversing a number
of physical ATM switches also assume with Markovian
queueing network model. All the traffic flows have the behaviors
with Poisson arrival and exponential distribution. It assumes
that the short-cut routing paths for call control and management
are fixed independent of user data flows. It also assumes that
the logical C&M network has the star configuration in the
same area. They are duplicated for redundancy to take the
separate two physical links between source and destination
similar to the existing common channel-signalling network.

First, we analyze the end-to-end virtual channel utilization
according to channel blocking probability. We consider the fixed

routing paths Y. and ¥, between source and destination nodes
for C&M transfer and user data transfer, respectively”. Now,

the channel utilization’s P, and P, for the routes Y. and

" The subscript C and U denote to C&M message transfer and user data transfer in the
following paragraphs, respectively.
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where A, and Ay, are the total number of packets per sec-
ond which arrive at the original node on the routes Y. and
Y, , respectively. }\;C and A, are the number of packets per

second which are actually delivered to the destination nodes.
Bc and By are the probabilities that the channels are blocked

onroutes Y, and ¥, respectively. 1/ lc and 1/ Uy are the
average packet lengths. Cc and C; are the virtual channel ca-

pacities in number of bits per second.
Now, the channel blocking probability B- and B, are given

by
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where Lc; and Ly, are the probability that the i-th link is
blocked on the routes Y. and V. hc and hy are the hop
distance of routes Y. and Y, , respectively. In (3), we assume

that all the call control and management links are duplicated for
redundancy. The link blocking probability is depending on the
probabilities that the link is overflowed and is in out-of-service.
Here, the link blocking probabilities Lc; and Ly, are recur-

sively calculated by

LC,[(BC,:” pC,[:CC) = BC,!’ + (1 - BC,:’)Pavef (pC,[:CC)
OB, + (1 = Be. )E” (pC,ia CC) ®)
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since the i-th link utilization’s are given by Pc; =——
HcCe
Ao (1= Ly,
and Pu, = M Bc; and Py, are the probability
HuCy

that link i is out-of-service (e.g., link or channel errors, routing
failure, etc.). P, () is the probability that the given virtual circuits
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are overflowed. It could be approximately calculated by Erlang
loss formula denoted as  E£7() [11]-{12].

Now, we consider the traffic loads of each virtual circuits.
Let’s define the network load ratio, Rc/v , between C&M flows

and end user flows as

Py, _ 6(1_BC)

Ry =—c=
w“ o k(-B,)’ @

U

where A, =0A,, and M.C. =ku,C, (thatis, 1/1,C, =
K/H.C.). & has arange of 0.01<3 <0.05 while we as-
sume that the C&M traffic volumes are about 1 ~ 5 % of those
of the end user traffic. K denotes the average service time of
user data messages normalized by the call control and man-
agement messages.

Now, we analyze the channel behaviors of routes Y. and Y,
on the saturated condition. Here, we assume that all the
cascading virtual channels consisting of the route Y. or Y,
have the same bandwidth. As the channel traffic increases, the
link utilization on routes Y. and ¥, converges to overall
end-to-end channel utilization. In a saturated condition, the i-th
link utilization’s P.;and P, ; could be calculated by

L L T
Ve K Yc e

P, =
: HcC,
for i=1,...,h, ®)
Ai ,(1_L'f)+)\f , _
P, = Oy m LC;U SN pr = (I—LUJ, )pr + pryU

for i=1,...,h, Q)

where P, =g, / HCoand Py, =As, / M, Cyo Mgy,
and A iy, are the number of packets per second which arrive
at the i-th link on the route Y. and Y, , respectively. /\,-Dyc
and A oy, are the number of packets per second which arrives
at the i-th link except from the given route Y. and Y, . From

(8) and (9), it results in a saturated condition that

iOye .
=—><—  fori=1,...,h 10
P et c (10)
o) =t fori =1,....h (11)
woou,C L, T
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Fig. 2 Normalized maximum channel throughput versus link
blocking probability.

For the transfer delay analysis, we assume Markovian net-
work model of cascaded M/M/1 queuing channel. The average
channel delay could be simply calculated by

T 1 PR — 1 he \—
T- = Ae;Toi=——S A M=L., )T,
B P e w e PSR

(12)
T, =—rp S A T_—;%)\* (=L T
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(13)

where T, =1/{u, C..~A.,(1-L,) and Ty, =1/( .,
CU,i - AU,[ (- LU,i)) .

Now, we calculate the number of lost messages on the routes
Yc and Yu since they may be caused by link blocking or out

of resources, etc. It could be measured by the average numbers
of messages which are not correctly delivered to the destination,

which are denoted by N, and Ny, . They are given by

New = Ay (TcBe +27,(1- B.)B,) (14)

Nowe = A, 008, +27,(1- B, )8, (15)

where B) is the probability that a destination user is blocked
since there is no available resources.

III. NUMERICAL RESULTS

As a numerical results, Fig. 2 shows the behaviors of nor-
malized channel throughput versus the link blocking probability.
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Fig. 3. Channel blocking probability versus the link blocking
probability.

The virtual channel capacities for call and management flow
are acceptably maintained as the link blocking probability in-
creases. But, the virtual channel capacity of user data flows are
significantly reduced while both the hop distance and the link
blocking probability increase. It means that the actual through-
put may be significantly degraded by the channel and resource
availability of intermediate links. Then, when the users request
some bandwidths for end-to-end applications, the network
should reserve their virtual channel bandwidth with considera-
tions of end-to-end hop distance and link availability.

Figure 3 shows the behaviors of overall channel blocking
probability as the link blocking probability increases. This figure
shows the effects of hop distance and duplicated links accord-
ing to link blocking probability. As the link blocking probabil-
ities increase at about 10 %, the channel blocking probabilities
for control and management flows keep less than 107, But, the
channel blocking probabilities for user data flows increase at
about 10~ for A, =2 and about 10™ for A, =10. It means
that the channel blocking may be serious as the hop distance
increases. In combination of the saturated conditions obtained
in (10) and (11), the end-to-end channel utilization are also sig-
nificantly affected by the link blocking probabilities of inter-
mediate links on the given routes.

Figure 4 shows the normalized network load ratio between
C&M flows and user data flows as the link blocking probability
increases. In this figure, we assume that the average message
volumes and lengths of C&M flows are the same with those of
user data messages, thatis, 0 =1 and K =1. This figure shows
that the user channel with hop distance of 5 requires about 70 %
additional bandwidth than those of C&M channel when the link
blocking probability is 0.1. Also, the end user applications require
the channel capacity of about three times as bigger as C&M
channel to deliver the same volumes of messages when the end-
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Fig. 4. Normalized network load ratio between C&M and data
flows versus link blocking probability.

to-end user hop distance increases up to 10.

Figure 5 shows the behaviors of normalized mean data
transfer delay for C&M channel and user data channel when
the link blocking probability is 10~. This figure also shows the
effect of C&M channel compared to the user data channel as
the hop distance increases. The effects on channel blocking
show that the mean transfer delay increases about two times
than that of the normal condition at hop distance of 10 when
the offered load is 0.5. But the mean transfer delay for the user
data flows is nearly the same as that for the control and
management flows.

IV. CONCLUSIONS

In this paper, we analyze the performance benefits of virtual
path trunking when the intermediate links are unstable or
blocked. We show that the user channel bandwidth should be
allocated with considerations of end-to-end hop distance and
link availability.

In our analysis, the end-user virtual channel with hop
distances of 10 should have about 200 % additional bandwidth
to get the equal capacity of proposed virtual C&M channel
with the duplicated links when the link blocking probability
reaches to 0.1. When the end-to-end hop distance is 5, about
70 % additional bandwidths are requested to provide the same
bandwidth. It results that the effective channel bandwidth are
greatly reduced down when the intermediate links are instantly
blocked. The degradation effects of effective bandwidth are
significant when the network scale increases and the hop
distance accordingly increases.

Then, we concludes that the virtual path tunneling concept is
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Fig. 5 Normalized mean data transfer delay for C&M and user data
messages.

very effective for dynamic configuration of the broadband
ATM network. Also, the short delay of control and management
information transfer could reduce network transient behaviors.
The virtual trunking is also very useful for the Internet and
mobile applications since the volumes of control and mana-
gement messages will greatly increase to exchange the routing
information and to deliver the location informations.

REFERENCES

[1] ATM forum, LAN Emulation Over ATM Version 2—LUNI Speci-
fication, AF-LANE-0084.000, July 1997.

[2] ATM forum, Multi-Protocol Over ATM version 1.0, AF-MPOA-
0087.000, July 1997.

[3] Internet Draft, 4 Framework for Multiprotocol Label Switching,
Network Working Group, 1998.

[4] A. Acharya, J.Li, B. Rajagopalan, and D. Raychaudhuri, “Mobil-
ity support for IP over wireless ATM,” IEEE Commun. Mag.,
April 1998. pp. 84-88.

[5] A. Acharya, J. Li, B. Rajagopalan, and D. Raychaudhuri, “Mobil-
ity Management in Wireless ATM Networks,” IEEE Commun.
Mag., November 1997, pp. 100-109.

[6] Sankar Ray, ‘Network Segment Mobility in ATM Networks,”
IEEE Commun. Mag., March 1999.

[7]1 R. Ramjee, T. F. La Porta, J. Kurose, and D. Towsley, “Perfor-
mance Evaluation of Connection Rerouting Schemes for ATM-
based Wireless Networks,” IEEE/ACM Trans. on Networking, Vol.
6, No. 3, June 1998.

[8] ITU-T Recommendation G.967.1: V-interfaces at the service node
(SN) —VBS5.1 reference point specification, 1997.

[9] ITU-T Recommendation G.967.2:V-interfaces at the service node
(SN)-VBS5.2 reference point specification, 1997.

Jun Kun Choi etal. 27



[10] Internet Draft, General Switch Management Protocol, <draft-worster-
gsmp-00.txt>, February 1999.

[11] L. Kleirock, Queuing Systems, Volume I: Theory, John Wiley &
Sons, Inc. 1975.

[12] V. Firoiu, J. Kurose, and D. Towsley, “‘Performance Evaluation of
ATM Shortcut Connections in Overlaid IP/ATM Networks,”
IEEE Inforcom "99, March, 21-25 1999, pp. 1480-1487.

Jun Kyun Choi received his B.S. degree in
electronics from Seoul National University in
1982 and M.S., and Ph.D. degrees from KAIST
in 1985 and 1988, respectively. He worked for
ETRI during 1986-1997. He is currently work-
ing as an associated professor in Information

and Communication University, Taeion, Korea.
His research interests include high-speed net-
work architecture and protocol.

Soo Hyung Kim received the B.S. and M.S.
degrees in electronics engineering from Yonsei
University, Seoul, Korea in 1977 and in 1981,
respectively, and the Ph. D. degree in information
communication engineering from Chungbuk
University in 1999. From 1977 to 1983 he was
with ETRI, where he was involved in the re-
search of digital exchange systems. In 1984 he
moved to Korea Telecom and since then he has played important roles

in various national projects in relation to establishing broadband and
high-speed telecommunications and data communication networks of
Korea. Currently he has served as Managing Director of the Data Net-
work Construction Team of Korea Telecom. His major research inter-
est lies in the technologies to provide Internet services through high-
speed ATM networks.

28 Jun Kun Choi et al.

Nam Kim received his B.S., M.S., and Ph.D.

degrees in electronics from Yonsei University in

1981, 1983, and 1988, respectively. Since 1989,

He has been a professor in Chungbuk National

University. His research interests include dif-

fractive optics, WDM optical filter, and digital
| mobile network.

Sung Won Sohn received his B.S. and M.S.
degrees in electronics from Kyungpook National
University in 1984 and Yonsei University,
respectively. He received his Ph.D. degree from
Chungbuk National University in 1999. He
joined ETRI in 1991 and he is currently work-
ing as a manager of Internet Architecture Team.
His research interests include Internet routing
algorithm, quality-of-service and internetworking issues.

Mun Kee Choi received his B.S. degree in
mathematics from Seoul National University
in 1974, M.S. degree from KAIST in 1978,
Ph.D. degree in operational research from
North Carolina State Univ in 1989. He
worked for ETRI during 1978-1999 as Vice
President of Telecommunication Technology

;;:,-:’..r
e
=T A

sor in Information and Communication University. His research inter-

Division. He is currently working as a profes-

ests include network architecture and business applications.

ETRI Journal, Volume 21, Number 4, December 1999



