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Testing the Randomness of the Coeflicients In First
Order Autoregressive Processes |

Sangwoo Park!, Sangyeol Lee? and Sun Y. Hwang?

ABSTRACT

In this paper, we are concerned with the problem of testing the random-
ness of the coefficients in a first order autoregressive model. A consistent
test based on prediction error is suggested. It is shown that under the null
hypothesis, the test statistic is asymptotically normal.
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1. INTRODUCTION

Consider the time series model
Y = (¢+b)Yi—1 + €4y (1.1)

where (b, €;) are iid random vectors independent of Ys,s < ¢t — 1 with F(et) =
E(b;) = 0,Var(b)) = 0p?, Var(es) = o¢2, Cov(bs, €1) = 0pe, and E(er* +b;*) < oo.
The model (1.1) is referred to as a generalized first order random coefficient
model (cf. Hwang and Basawa, 1996). Particularly , when b; is identically 0,
the model (1.1) is the usual first order autoregressive model (cf. Brockwell and
Davis, 1992). In order to provide the stationarity for the model (1.1), assume
that
P +at <1 (1.2)
It is well-known that under (1.2), Y; can be rewritten as

7-1

Yi=e+ Z(H(¢ +b))e—i  a.s. (1.3)

j=1 =1
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(cf. Hwang and Basawa, 1996), and ¥; in (1.3) is the unique stationary solution
of the difference equation (1.1). _

The objective of this paper is to test whether b, is identically 0 or not. Nicholls
and Quinn (1982) gives a good introduction to random coefficient autoregressive
models and inference problems. In the text, there is a concern for testing ran-
domness in the model (1.1). The proposed test statistic is as follows:

(1/2) 3o, Y2 {(&/67) - 1}
{(1/2) [ Vit — (/) (i, Y2212

where é = Y; — qgnY}_l, ¢n is the least-squares estimator of ¢, and Gl =
n i &

The statistic N@Q performs very well in broad situations. However, the test
based on N(@ may not be consistent when ¢; and b; are correlated. Ramanathan
and Rajarshi (1994) provided a test based on the ranks of residuals, say, €. As
with Nicholls and Quinn, they also imposed the independence assumption on
e: and b;. (See also Ramanathan and Rajarshi (1992), which deals with linear
regression models). In this paper, unlike the papers mentioned above, we relax
the independence assumption on ¢; and ;. The detailed testing procedure is
addressed next.

For testing Ho : 032 = 0 vs. H; : 032 > 0, based on Y3, -+ ,Y;, we introduce
the least squares estimator of ¢

C - Z?:l K_]-Yi

NQ =

= Yy =0.
DY AR
Notice that . .
¢;n _ ¢ — Zt:l Yt—lbt + Zt=1 lft_let (1'4)
Z?:l Y.t_12 Z?:l Yt—12

and by our assumption, n'/(¢, — ¢) = Op(1) under both Hy and H;.

Now, define é; = Y; — qgnl/t_l and ¢,%2 = n! Yo é%. Our analysis (cf.
Theorem 2.1) shows that n'/2(62 — ¢.2) is asymptotically normal under Hy, and
diverges to co under Hy. According to Theorem 2.1, for constructing a consistent
test statistic it suffices to find another estimator 2 of o2, such that n!/ 2(6‘,21 -
0c?) is Op(1) under both Hy and H; (cf. Lemma 2.1), and n!/2(62 — 52) is
asymptotically normal under Hy.

The idea for finding out such 6,21 is to compute the conditional prediction
errors : Observe that
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E[(Y; — ¢Yi1)*|Fi-1] = 0 + 200 Yi-1 + 05" Y317,
where F; is the o-field generated by Ys,s <t .
This enables us to formulate the following regression model :
(Vs — ¢nYso1)® = 0 + 200 i1 + 037 Yin® + &,

where &; are error terms. Putting

1 2% Y,? o2
X = :_@_ = Ope
1 2V, 1 Yui2 0b?
(Y1 — ¢nY0)? &
y= : E=1 |,
(Yn - Q’SnYn—-l)2 fn

we obtain the equation :

y=Xf+¢

191

Here, based on X and y the least squares estimator én = (62,5npe, 62,)" of
(3 is computed. The &2 turns out to be a desired estimator of g¢? (cf. Theorem

2.2).

2. MAIN RESULT

As mentioned in section 1, our testing procedure is based on prediction errors,
and analyzing &,,2 is an important task. The result in the following theorem is

essential to construct a consistent test.

Theorem 2.1. Under Hy, n'/2(62 — 02) is asymptotically normal. Meanwhile,

it diverges to oo in probability under H,.
Proof: Write that

& = Yi—¢Yiq—(dn—¢)Yin

= bYi1+e— (dn— 9)Yin
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Note that

n

n n
n'%(62 —62) = n7V/? Z(QQ —02) +n1/? Z b2Y;_1% + 2n"1/2 Z biY;_1€;

=1 t=1 =1

—2n*/%($ thyi 12— 2n12(4, - ¢) = thYt 1

+ =B~ B ZY (2.1)
Tn -1 :

By our assumptions and (1.4) all terms except first two terms of right hand
side of the above equality are o,(1) under both Hy and H;. Under Hy, the second
term is identically 0. Consequently, we have that

nl/2(62 — Z ) + 0p(1). (2.2)

On the other hand, under H; the second term goes to co in probability.
Therefore, the theorem follows. O

Lemma 2.1. Put

1 0 EY;?
0 4EYi®? 2EY;®
EYi? 2EY;® EY;*

r

Then, under both Hy and H;,
n2(B— ) =T (1, (2, Cns)' + 0p(1), (2.3)
where
i =n "2 i{(eﬁ—af)Yt_f’-l+2(btet—abe)Yt_lw(bf—ab"’)Yt_ﬁ'“}, i=1,2,3
Particularly, under Hy and Hjy,
n2(52 — 0 2) = 0,(1). (2.4)

Proof: By the assumption on the model (1.1) and the fact (1.4), one can easily
prove (2.3) and thus (2.4). The details are omitted for brevity. O
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In fact Lemma 2.1 implies more than (2.3) : n!/ 2@“ — B) is asymptotically
normal under both Hy and H; . Observe that

Z?:l (etz - 062)
1/2(0 —0?) = (1,0,0)1"_171'1/2 Z?___l(etz —02)Yi1 | +o0p(1).

Yieile? = 0%)Ye1?

Since

I'n™! = [4EYi?EYi* - 4(EY:*)?}/det(T)
Tio! = 2EY:*EY;?/det(T)
37! = 4EYi1%/det(T)

where Fij"l is the (4,)th entry of '}

and det(T) = 4EY;2EY)* - 4(EY;%)? — 4(EY1%)3,

one can write that

nM2(52 — 02) =n7H2) (6? — o) (Tt + 17 Wiy + T13 7 Yi1?) + 0p(1),
t=1
(2.5)

which is asymptotically normal due to central limit theorem for martingales.

Since n1/2(62 — 52) = n1/?[(62 — 0 2) — (62 — 0¢?)), under Hy n'/2(62 — 52)
goes to oo in probability by Theorem 2.1 and Lemma 2.1. Meanwhile, under Hy,
it follows from (2.2) and (2.5) that

n'2en —67) = n'*(8] - 0) - (67 — o))

= n /2 Z(&z — o) (1 -y -T Yy —T137 'Y ?)
t=1

+0,(1). (2.6)
The main results of this section are summarized in the following theorem :

Theorem 2.2. Put T, = n/2(62 — &2), then T}, is a consistent test for Hy :
op2 =0 vs. Hy : 0p2 > 0, and is asymptotically normal under Hy. More precisely,
under Hy,

T, -2 N(0, A?),
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where
A? = E(612 - UEQ)QE(I — Fu—l - F12_1Y1 — F13_1Y12)2.

Proof: The asymptotic normality is due to (2.6) and central limit theorem for
martingales. a

For a practical use of Theorem 2.2, we should estimate A%. Note that A? is
equal to (Ee;? — 0.2)h(EY,?, EY,3, EY;*), where h is some real valued function
of R3. It is easy to see that if we put

n n n n n

S DB G PA L S TR AR D P AR Sl P o

t=1 t=1 t=1 t=1 t=1
A? — A? in probability under Hy (cf. (2.1)). Hence, under Hy, T}, = n'/2(62 —
52)/A is asymptotically normal with mean 0 and variance 1.

As with T}, we require that T, should be consistent. Now, notice that un-
der Hy, n! S & — o2+ Eb?%Y;? in probability, which can be checked
easily by seeing the argument (2.1). Similarly, one can verify that under Hj,
n~lY P & 25 constant . Since A(n~' Y1, V2 nT IS V3,0l T YY)
converges to a real number in probability, A2 converges to a real number B? in
probability under H; as well as under Hy . Here B? may be different from A2,
but that does not affect the consistency of T}, owing to Theorem 2.2. Hence, T},
or a transform of T}, can be used as a suitable esimator for testing Hy vs. Hj.
For example, one may employ T,% In this case, given significant level «, one re-
jects Ho if T2 > x12(c), where x1%(a) is the a upper quantile point of chi-square
distribution of one degree of freedom.
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