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A Weak Positive Orthant
Dependence Concept

Hye-Young Seol), Tae-Sung Kim?2)

Abstract

In this paper, we introduce a new concept of the multivariate positive dependence.
This concept is weaker than the positive orthant dependence. Some basic properties
and preservation results are presented.

1. Introduction

A bivariate random variable (X,Y) is said to be positively quadrant dependent(PQD) if
P(X<x, Y<y)2P(X<x)P(Y<y)(or P(X>x,Y>y)2P(X>x)P(Y>y)) holds for
all real numbers x and y. See Lehmann(1966). Ahmed et al.(1978) have extended this notion

to the multivariate random variables : The random variables X, ‘-, X, are said to be

positively upper(lower) orthant dependent(PUOD(PLOD)) if

PLO) (X0 2912 T P 2 (PLO) (X 2012 [T POXG=20)

holds for all real numbers x;,-,x,. X;,',X, are said to be positively orthant

dependent(POD) if they are PUOD and PLOD. Various multivariate positive dependence
concepts have been investigated. For review of some multivariate positive dependence concepts
one may consult, Barlow and Proschan(1981), and Tong(1980). But most of these multivarite
positive dependence concepts introduced in the literature are only stronger than POD. One
may face problem if one wishes to investigate a new positive dependence concept weaker than
POD(cf. Example 2.2).

For bivariate random variables Alzaid(1990) introduced the notion of positive dependence

weaker than positive quadrant dependence(PQD): The bivariate random variable (X, YV)or
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the joint distribution function F) is said to be weakly positive quadrant dependent of the
first(second) type(WPQD1(WPQD?2)) if

[T [Ttp(x>s, v> 0 - P(X> ) P(¥> Ddeds 0. @

([ [ _1P(X>5, ¥> )= P(X>P(Y> )] dtds>0.)

(X, Y) is called weakly positive quadrant dependent(WPQD) if it is WPQD1 and WPQD?2.
In this paper we introduce the notion of weak positive orthant dependence, which is a
multivariate version of weak positive quadrant dependence, and investigate some basic
properties and preservation results. The importance of this concépt of positive dependence lies
in the fact that it is weaker than the positive orthant dependence and enjoys most of the
properties and preservation results of the positive orthant dependence.
In Section 2, the concepts of weak positive orthant dependence and preliminary results
are given. Basic properties of POD which are enjoyed in WPOD are presented in Section 3. In
Section 4, some preservation results are also developed with an application.

2. Preliminaries

We extend the notion of weak positive quadrant dependence to the multivariate case:

Definition 2.1 The random variables X, ---, X, are called weakly positive upper(lower)
orthant dependent of the first type (WPUOD1(WPLOD1)) if
[ [T X050 = TLPCXGS 5 ) dsyedsy 0. @1

(f:...f:(p( le,.gs,.)— ;;‘[‘P(X,-Ssi)}dsn-..dslzo.)

and they are called weakly positive upper{lower) orthant dependent of the second type
(WPUOD2(WPLOD?2)) if

f_oof_oo {p( ,QXO $i) — ]:LP(X,~> $i)}dsy e ds 20. (2.2)

o [ p (s T PR 5020,

X,, -, X, are called weakly positive upper(lower) orthant dependent (WPUOD(WPLOD))

if they are WPUOD1(WPLOD1) and WPUOD2(WPLOD2) and X,, -+, X, are called weakly
positive orthant dependent(WPOD) if they are WPUOD and WPLOD.
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Some basic properties of WPUOD (WPLOD) random variables are introduced.
( Py)) Any subset of WPUOD(WPLOD) random variables is WPUOD(WPLOD).

( P,) The set consisting of a single random variable is WPUOD(WPLQOD).

(Py) (X, -, X,) is WPUOD(WPLOD) then (g, X, + by, -, a, X, + b,) is WPUOD
(WPLOD) for a;>0, i=1,2, -, n.

( Py) The union of independent sets of WPUOD(WPLOD) random variables is WPUOD

(WPLOD).
Proof We only show the WPUOD case of ( Py). Let (X, -, X,) and (Y}, -, ¥,.)

be WPUOD respectively and independent each other. Then

Joe [T T T s, () (v )

(2.3)
— IJ]P(X,)S,) ,lij( Yl>tl)]dtmdt1dsnd31
= fx fx fy fy [ P( Ql(X">si))P( ;(i(yf'} £))
_ le P(X;>s;) ;:Ilp( Y5 £) 1t dty s, ds, > 0.
The first equality follows from independence of (X,,-,X,) and (Y;,-,Y,), and

nonnegativity of the right hand side of (2.3) follows from WPUODI assumption. Hence, the
union (X,,X,,Y,,-,Y,) is WPUODIL. Similarly, we can prove that (X, -,

X,, Y, ,Y,) is WPUOD2. The proof is complete.

Remark and Example 2.2 will show the relation between POD and WPOD:
Remark Note that if the random variables X, ---, X, are POD then they are WPOD.

Example 2.2. Let X, X;, X3 be random variables with the following probabilities (all

probabilities are multipled by 40) P(X, = x;, Xy = %y, X3 = x3):
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X; =0 X, = 1

X X

01 2 01 2

0 2 0 3 2 0 3
X, 1 6 3 1 6 3 1
9 01 4 01 4

Trvially, (X, X,, X;) is WPUOD2 and it is easy to check that (X, X,,X;) is
WPUODI1 but not PUOD. Hence WPUOD does not imply PUOD.

Definition 2.3(Shaked, Shanthikumar, 1994) Let X=(X;,,X,) and

Y=(Y,, --,Y,) be random vectors. X is smaller than Y in the upper(lower)

orthant-convex (cocave) order ( X < - Y ( X< - Y)) if and only if

f f P(X(>s, X 2> Sn)ds e ds
1 o (2.4)

sfx fx P(Y, >sy, -, Yu>s,)ds,ds,.
( f_;"‘f_;P(XlSSI'"‘,ansn)d?n"'dsl
Zf__;... f_;P( Y <sy, -, Ynssn)dsn"'dsl,)
Theorem 2.4(Shaked, Shanthikumar, 1994) Let X= (X, -, X,) and Y= (Y, -,

Y,) be random vectors. Then X<, oY(X<, oY) if and only if EI[ Il

g:(X;)I<EIl ﬂlg,~(Yi)](E[ ,I:[lh"(X")]SE[ ﬂlh,-(Y,-)]) for  all  nonnegative

increasing convex(concave) functions gy, =, (21, =, ).

The following result provides relation between WPUODI1(WPLOD2) and the upper(lower)

orthant convex(concave) order.
Lemma 25 Let X=(X,,>*,X,) be a random vector and let

X*=(X}, X5, ., X:) have independent components such that X;= 4x (=*? stands
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for equality in distribution). Then X is WPUOD1 if and only if X=> ,-X" X is

WPLOD? if and only if X> ,_,X".
Proof We only prove WPUODI1 case ( =). Assume X is WPUODI. Then from

assumptions we have

[o fTPCO X > sydsdsy [ [T POX D 50 ds sy

x, 1=

[ [T PO s [ [T KD 00
Hence X2 ,-oX'. (&). It follows from assumptions X2 ,, X" and X|=?X, that
[oe ST x5y = TLP(X 5 59 1ds ods)

> [T [TIRCQ Xy s = T PCXTS 59 1dspomdsy = 0.

The zero follows from assumption that X has independent components. Hence X is

WPUOD!. Similarly, we can prove WPUOD2 case.

From Theorem 2.4 and Lemma 2.5 we obtain following theorem.

Theorem 2.6 X = (X, -, X,) is WPUODI(WPLOD?2) if and only if E[ Ijlf,~(X,-)]2

(<) ﬂ] [ Ef;( X ;) lor all nonnegative increasing convex(concave) functions fi, ***, fa
L

Theorem 2.7 X= (X4, ,X,) is WPUODI(WPLOD2) if and only if (f,(X,),,
(X ,)) is WPUODI1(WPLOD?2) for all increasing convex(concave) functions fi, -+, f,.
Proof It is sufficient to show only if part. Assume X is WPUOD1(WPLODZ2). Then for

all nonnegative increasing convex(concave) functions F, -, F,,
Bl L Firx 1= (<) L EF (£:(X )]

since F;- f/s are nonnegative increasing convex(concave) functions. Hence (f;(X),

o £ (X)) is WPUODI(WPLOD?2) according to Theorem 2.6.
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3. Some Properties of Weak Positive Orthant Dependence
In this section we show that WPOD enjoys some properties of POD.

Definition 3.1(Esary, Proschan, Walkup,1967) The random variables X, -+, X, are
said to be associated if Cov[f(Xy, -, X,), g(X;y, -, X,)1=0 for all increasing real

valued functions f, g for which the covariance exists.

Lemma 3.2(Ahmed et al., 1978) If Y;,--, Y, are associated and if g;(Y;, -, Y,,)

are nonnegative increasing for ;= 1,2, -, k, then

El ,Ijlgi(Yl."w Y,)1= iIiI‘E[gi( Y., Y0l

Definition 3.3(Ebrahimi, Ghosh, 1981) A random vector _Y is said to be stochastically
increasing in the random vector X( Y 1 st. in X) if E[f( Y)|_X= xlis increasing in

_x for every increasing real valued integrable function j.

Theorem 34 Let X=(X,,,X,) and Y= (Y;,,Y,). Assume (i) _X, given
_Y, is conditionally WPUODI(WPUOD2), (i) X;%st.in_Y for 1=1,2,-,n, and (i) _Y is

associated. Then (a) (X, _Y) is WPUODI1(WPUOQOD?2), (b) _X is WPUOD1(WPUOD2).
Proof of (a). Observe that

Jo T T LR (VX so (Y (Vo> 091ty ds,dsy

—f f f f E APl ﬁ(X>s)| Y“(ﬁ(yn,)) e dbydsy e dsy

> f: f°° f: f)mEl{ zEI1P[(X‘> si)ll]I({nl(Y,,>ti))}dtm”.dtldsn.“dsl
.

= fxl %n f)l f} E'Y{P[ (Xi>si)l_}/]}E‘Y{I(Q(Y;)tf))}dtmn.dtldsn'“dsl

=1

- fm foo f: f: J:LP(Xi>Si)P( GI(Y,) £)) dt,,+- dt; ds, -+ ds,
foo

[ 7 P> s T PCYD> ) dbye- it s, dsy

The first inequality follows from assumption (i). The second and the third inequalities
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follow from assumptions (ii) and (iii) together with Lemma 3.2. Thus (X, _Y) is WPUOD1.
Similarly, (X, _Y) is WPUOD2. Hence (X, Y) is WPUOD. (b). Since (X, Y) is
WPUOD by the property ( P;) of WPUOD _X is alsc WPUOD. The proof is complete.

Theorem 35 Let X =(X,;,,X,) be WPUOD and Z be independent of X,
Define Y;,=aX;+Z, a;>0. Then Y=(Y,,-,Y,) is WPUOD.
Y=(Y,,Y,,-,Y,), given Z, is WPUOD by property ( P3), (ii)

Proof Since (i)
Y;? in Z and (ii) Z is associated Y is WPUOD according to Theorem 3.4.

Definition 3.6(Ebrahimi, Ghosh, 1981) A random vector _Y is said to be stochastically
right tail increasing in the random vector X if E[A_Y)|_X> xlis increasing on x for every

real valued increasing function f .

Theorem 3.7 Assume (i) X= (X, ,X,) is WPUOD, Gi) Y= (Y, ,Y,) is
conditionally independent given _X, (iii) Y, is stochastically right tail increasing in _X for all

j=1,+,m Then (a) ( X, Y) is WPUOD, (b) _Y is WPUOQOD.
Proof (a) First we show the WPUODI case :

[o [T [TPCO X5 (Yo £0)dtdtids ooeds,

- [ f:.--fjp( (v 1) (L (X s DPC L\ (X 0> )t oo dtrds ooy

The second equality follows from assumption (i) and the inequality follows from
assumptions (i) and (iii). Similarly, the WPUOD2 case can be proved. (b) follows from (a)

immediately by property ( P ).

From the property ( P ) and Theorem 3.7, Corollary 3.8 follows immediately.
Corollary 38 Let (X,, -, X,) be conditionally independent given a scalar random

variable Y and X, be stochastically right tail increasing in Y for allj=1, -+, n. Then (X,,
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-, X ,) is WPUOD.

4. Some Preservation Results with Application
Using Theorem 2.6 we partially extend Theorem 5 of Alzaid(1990).

Theorem 4.1 Let (X, -, X)), =, (X, -, X,) be independent vectors. Let f,
be a function of » variables and let Y, = f1( X, ", X ), , Y= (X1, =, X o).
Assume that for each 7, (X,, -, X ;) is WPUOD1 and f;, -, f, are nonnegative

increasing convex functions for the ith coordinate, 7=1,--,# then (Y, -, Y,) is

WPUODI.
Proof Define for k= 2,---, n, j=1,--, 5,

B2 (X gevi = X ) = B2 (X s s XDIX s 0 X ). 4D)
We also define %V (X g, X ) =Eh{Xy, X)X X} for any function
hi(Xy, -, X ,) having property of f,. Then we obtain
Enf(X X ) =EhP( Xy, X)=-=Ern{"™X,). 42
In view of Theorem 2.6 it is sufficient to prove that for any functions #%;,--,%, having

properties of f,,- -, f, respectively,
EL I (s X o012 T B 3o, X ). 43

This is so since for any nonnegative increasing convex functions ky,-*,%k, the functions

kify, -, ksf, have the same properties as do fy,--,f,. To show that (4.3) is valid, we

follow an iteration argument.

El[ ]I:[‘h,-(XU,-..’X,,j)]=E[E{ lljlhi(XU»""Xni)IXZj,"'anj}]

> B I B (X, X ) Xy, X o} = EL IR0, X )

(by proceeding with the interation argument used above)

=Bl a0 ,002 T a2 ) = T Br(X X ).
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Since (X y,-*,X1,) is WPUODI and ks are nonnegative increasing convex functions
the

first above inequality holds. From the facts that (X ,,--,X,,) is WPUODI1 and
h ,(”_1)'5 are nonnegative increasing convex functions the second above inequality follows and

the last equality follows from (4.2). The proof is complete. A similar result holds for the
WPLODZ2 property.

The following theorem is an application of Theorem 4.1 which is very important in
recognizing WPUODI in compound distributions which arise naturally in stochastic processes.

Theorem 4.2 Let (N,,--,N,) be a p-variate variable with components assuming values
in the set {1,2,--} and let {(X;,-,X;):¢=>1} be a sequence of nonnegative independent

p-variate random variables independent of (Np,-,N,). Suppose that (Ny,---,N,) is

N
WPUODI and that (X ;,--, X ;) is WPUODI. Define Y= (Y;,,Y,) by ¥, = Z:IX,-I,
=

N
¥, = gx,-,,. Then Y = (Y,,, ¥,) is WPUODL.
Proof Let fi,:-',f, be nonnegative increasing convex functions. Then
N, ”
El T ravol=ElE 00« SX0IN=n01= ELECH 7 3 0)]

= E ,Ile{f,( g‘Xii)}z ‘lle[E{fi( ]Z:;Xﬁ)}] = IiEf,-(Y,-).

The first inequality follows from Theorem 4.1 and assumption and the second inequality

n
follows from the fact that Ef( le ii)'s are increasing convex functions in #, This
&

completes the proof.

Example 4.3. Let {N (), ,Ny(D:t=0} be the p-variate Poisson processes, i.e.
N =Z D+ W), -, N(O=Z,() + W) where Z(8,,Z,(f), and W) are
independent Poisson processes. Let {(X,,-,X,,):n=0,1,2,--} be a sequence of

independent and identically distributed random variables. Define the f-variate compound
Poisson process {Y,(#),, Y (:t=0} by
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N(D

A%t)
Y= 2 XY (D= 2 X,

Since {N,(®),---,N,(#} is WPUODI for every ¢=0, consequently an application of

Theorem 4.2 implies (Y (#),--, Y ,(8) is WPUODI1 for every ¢t=0 whenever (X,,

X ,,) is WPUODL.

Theorem 4.4 Let{ X,=(X,,,,X»):n=1} be a sequence of WPUOD(WPLOD)
random vectors with distributions H, such that H,—, H where H is the distribution of

X=(X,,",X,). Then X is WPUOD(WPLOD).

Proof We will only show the WPUOD case. For any real x, -, x,,

f:o f::P(X1>31, o, X, s ,)ds e dsy

L f BM oo P(X 1) S1, ) X > $,)dS po 51

> f: f:lim e 00 Ijl P(X n>s;)ds,ds,

= [ [ ILP(X:> s )ds ey

= ..
Thus X is WPUODI. Similarly, X is WPUOD2. The proof is complete.

Theorem 45 Let H; and H, be WPUOD distributions both having the same one

dimensional marginals. Define H,= e H, + (1 — a) Hy, a<(0,1) where H,(xy, ", %,)

=PH,(X1>xl’ "',X,,).x,,), —}—Ii(xl’“'rxn)=PH,-(X1>x1,'“,Xn>xn), l=1,2

Then H, is WPUOD.
Proof By definition, the one dimensional marginals of H, are the same as those of H, or

H,. Since
[ [ Byt [T [T Ho+ (1= ) Hyds e,

> [T [Tla M Pa(X>s) + (1= @) I Pu(X > 50 1ds o ds)
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H , is WPUODI. Similarly, we can prove that H, is WPUOD2. The proof is complete.
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