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ABSTRACT

In this paper, we proposc a new VQ design algorithun which improves the performancc of the Modified K-Means(MKM)
algorithm. In MKM aigorithm new codeword is found somcwhere on the line from the old codeword through the new cen-
woid for the cluster. So, it can be thought as a kind of decoder perturbation of stochastic relaxation(SR-D). When compared
with perturbation in $R-D algorithm, the perrurbation introduced in MKM algorithm is relatively small and is not random.
Then, if we perturb the codeword morc randomly with larger magnitude, we can cxpect that the algorithm have more
chance not to be trapped in a local minimum. So, we modifies the codeword updating step of MKM algorithm o improve
the performance. Experimental results vsing image data and speech data show that the performance of the proposed algor-

ithm is superior to that of MKM algorithm,

I. Introduction

Vector quantization(VQ) is a very efficient approach to
low-bit-ratc image compression{1]. One major advantage
of VQ is that the hardware structure of the encoder, and
cspecially the decoder, is very simple. The data to be en-
coded arc first processed o yield a set of vectors. Then
a codebook is generated using, for example, the iterative
clustering algorithm proposed by Linde, Buzo, and Gray-
LBG algorithm[2). The input vectors are then individually
quantized to the closest codewords in the codebook. Com-
pression is achieved by using the indices of coedewords
for transmission or storage. Reconstruction of the data can
be implemented by the table lookup technique: the in-
dices are simply used as addresses to the corresponding
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cadewords in the codebook.

The key step in VQ is to generate a good codebook
from the training images. The K-means and the closely
rclated gencralized Lloyd clustering algorithm proposed
by Linde, Buzo, and Gray are typically used to generate
a codebook. These algorithms are basically iterative pro-
cesses to minimize the distortions between the training
vectors and their corresponding codewords.

It is known that K-means algorithm converges to a
locally optimal codebook in certain conditions but tt con-
verges (o a different codebook when a different initial
condition is applied. It has also been observed that both
convergence speed and performance of the codebook de-
pend on the inittal codebook. Thus, many algorithms were
proposed (o obtain a good initial codebook, including the
well known splitting, pruning, pairwisc ncarest neighbor
design, and maximum distance initialization[3][4).

Zeger et al[S] proposed other types of VQ algorithm
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using stochastic relaxation such as simulated annealing to
get a better codebook than K-means algorithm. They in-
troduced the concepts of encoder perturbation and decoder
perturbation, Each perturbation is implemented by corrupt-
ing the training data or codeword by additive noise, By
reductng the amount of perturbations at each iteration, this
mcthod showed performance improvement over K-means
algorithm for image and speech data. However, the algor-
ithm requires significantly more computation time than
K-means algorithm.

Recently, a new VQ design algorithm called modified
K-means algonithm(MKM){6} is proposed. It also iterat-
ively updatcs the initial codebook like the conventional
K-means algorithm but modifies the codcbook updating
step only. Experimental results show that the algorithm
converges to a better locally optimal codebook with the
samic initial codebook and nceds less computation time
than K-means algorithm,

In this paper, we propose a new VQ design algorithm
which exploits the concepts of stochastic relaxation to im-
prove (he performance of the MKM algorithm. In MKM
algorithm, a new codeword is found somewhere on the
line trom the old codeword through the new centroid for
the clusier. So, it can be thought as a kind of decoder
perturbation of stochastic relaxation(SR-D). Whea  com-
pared with perurbation in SR-P algorithin, the perturbation
inroduced in MKM algorithm is relatively small and is
not random. Then, if we perturb the codeword more ran-
domly with larger magnitude, we can lhope that the algor-
ithm have more chance not o be tmpped in a local
minimum, So, the proposed algorithm modifies the code-
word updating step of MKM algorithm. Experimental re-
sults using image data and speech data show that the
performance of the proposed algorithm is supetior 1o that
of MKM.

. The Proposed Algorithm

The proposed algorithm is almost the same as MKM
algorithm. So, before showing the proposed algorithm, we
describe the detailed procedure of the MKM algorithm.

Let S(3) be the set of training vectors that have the
same codeword y in the codebook. The centroid of the
set S(y) is defined as

centroid(S(y)) = IS(H] xe%y)x

where |S(y)] denotes the number of training vectors in
S(»). The average distortion between training vectors

and their closest codewords is defined as
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where T is the training set and x is the closest code-
word of the training vector x. Let C; be the codebook
in the i-th ireration and & be the distortion threshold to
decide when to terminate an itcrative process. Then, the

MKM aigorithm is given as follows:

Step 0: An initial codebook C; is given. Set i={} and
D_oy= ol

Step |: For each training vector x, find its closest code-
word in the codebook ().

Siep 2: Update ¢,,, with y'*' = cenfroid(S(y')) +
scale - (centroid(S(y' ) — y")

Step 3: Compute the average distortion D;. If (D,
— DD, <e, then halt. Otherwise, set m=

m+ 1 and go 1o Step 1.

The scale factor from the above algorithm is between
“1 to 1. It is reported that the performance is relatively
better when the value of scale is between 0.7 and 0.9.
Considering both the convergence speed and performance,
the value of scale is set 1o 0.8[6]. In SC-D algorithm,
codebook updating step is modified in following way.

Step 2: Update C'*' using new codewords y'*!=
centroid(S(y")) + 25 (T)

4y'(T;) is comrotled by the cooling schedule. An cof-

fective cooling schedule ts found to be
T, = 6.1~ i/ I)*

where ! is the total number of iterations to be run and

a'f, is the average variance of the codeword vomponents.

Comparing two algorithms, we can find scale -
(centroid{S(¥'))—y') m MKM algorithm replaces
ay' (T} in SR-D algorithin. These perturbation factors
can be viewed as playing the samc rtole, which controls
the cooling process. The perturbation factor in MKM
algorithm is relatively small compared to that in SR-D
algorithm because the variance of the codeword compon-
ents is larger than the distance between current centroid
and current codeword.

But in the context of simulated annealing, the high
levels of perturbation noise essentially randomize the state.

As the noise is reduced, the amount of energy that can
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be added also decreases, making it more difficult for the
algorithm to leave deep minima in a single step. On the
other hand, shallow local minima will not confine the
state, and since the added noise goes to zero, it will be
much more probable that the state will be in a deep min-
imum of the energy. So, if we increase the perturbation
factor in MKM algorithm, we can hope that the state is
more randomized and the performance of the MKM
algorithm is improved. Thus we modifics the MKM
algorithm in the following way.

Step 0: Using MKM algorithm, obtain  and (', and
set ;=2

Step 1: For cach training vector x, find its closest code-
word in the codebook C,.

Step 2: Update C,,, with y'*' = centroid(S(y')) +
scale « (centroid(S(y' ) —¥'™")

Step 3: Compute the average distortion D;. If |D,_,— Dl
/D;< g, then halt. Otherwise, set 7=i+] and
go to Step 1.

Step 3 can be viewed as codeword jiggling step by
altemating codeword updating step of MKM algorithm.
This codeword jiggling introduces perturbation at more
randomized fashion than MKM algorithm because new
codeword is calculated using both of the information in
cument and previows iteration. In MKM algorithim, the
perturbation is based on the distance between current cen-
troid and current codeword. Since the distance between
current centroid and previous codeword is usually larger
than that between current centroid and current codeword,
perturbation in the proposed algorithm is larger than that
in MKM algorithm. So this modification essentially intr-
oduces the larger and more random perturbation 10 MKM
algorithm,

As iteration goes on, codewords jiggle less and gradu-
ally settle down. Thereby, the perturbation introduced in
the algorithm gradually decreases with time and convert-
gence is achieved, Next section we will show the effect-
iveness of this codeword jiggling algorithm through exper-

iments.

I11. Experimental Results

Wec performed an experiment using four images and
speech data to evaluate the algorithm. The images are
512 % 512 monochrome still images with 256 gray levels
and speech data is 143500 samples sampled at 16 khz.
16(4 X 4) dimension vector is used for the image data and
4 and 8 dimension vector is used for the speech data. In
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the case of the image data, the quality of the encoded
data is evaluated by the peak signal to noise ratio(PSNR),
the most popular measure of quality in image coding,
while the SNR is used for the speech data. The PSNR
and SNR are defined as

PSNR = 10log (255%/ MSE), SNR= 10log(P,/MSE)

where P, is the signal power and MSE is a mean-squ-
ared-ertor.

Initial codebook is obtained using well kmown splitting
algorithm[2). The proposed algorithm is termed IMKM
(Improved Modified K-Means) algorithm for simplicity.
Before implementing the algorithm, it should be noted
that the waining algotithm often creates nuil clusters duc
to limited number of training data. In the case, we split
the cluster with Jargest distance as usual. The scale factor
of MKM and IMKM algorithm is set to 0.8,

Table 1 shows the PSNR values of cach algorithm for
image data. It can be observed that IMKM algorithm out-
performs the K-Means and MKM algorithm by 0.26dB
and 0.15dB on the average. When the size of the code-
book varies from 256 to 1024, average PSNR values of
the IMKM algorithm outperforms the K-Means algorithm
by 0.17dB and 0.23dB and 0.37dB. This indicates that
the proposed algorithm is effective for the larger codebook.
The same tendency is observed in the case of speech
data. However, the improvement in performance is accom-
panied by an increase in the computational complexity.
Compating the number of iteration of each algorithm, we
can find that computational requirement of the TMKM
algorithm is approximately doubled.

Table 1. Performance comparison using image data. Parenthesis
denotes the number of iteration,

Codebeok | Training Jmage
Size Meihod Lena Man Boats Baboon

K-Means | 31.83(31) | 29.61(25) | 24.48(26) | 24.15(25)
256 MKM | 31.90(22) | 29.67(3%) | 28.53(19) | 24.20(23)

IMKM | 32.04(45) | 29.78(39) | 28.66(47) | 24.27(43}
K-Means | 32.93(22) | 30.56(22) | 29.36(18) | 24.87(26)
512 MKM | 33.03(20) | 30.66(22) | 29.47(22) | 24.93(24)

IMKM | 33.24(40) { 30.82(43) | 29.61(44) | 25.05(34)
K-Means | 34.25(18) | 31.72(19) | 30.38(17) | 25.67(17)
1024 MKM | 34.45¢20) | 31.89(19) | 30.54(18) | 25.82(18)
IMKM | 34.66(39) | 32.10(58) | 20.74(39) | 25.99(50)

Table 2 shows the SNR values of each algorithm for
speech data. In this table, IMKM algorithm outperforms
the K-Means and MKM algorithin by 0.52dB and 0.17dB
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on the average. As mentioned above, when the size of
the codebook increases from 256 to 1024, average SNR
values of the IMKM algorithm outperforms the K-Means
algosrithm by 0.22dB and 0.36dB and 0.99dB.

Table 2. Performance comparison using speech data. Parcnthesis
denotes the number of iteration |

a4 e Speech
4 Dimcension 8 Dimension

K-Means 17.06(26) 13.28029)

256 MKM 17.10(17) 13.40(26)

IMKM 17.27(3% 13.51{42)

- K-Means 19.08(22 15.04(20)

512 MKM 19.19(18) 15.18(16)
IMKM 0424 | 154233 |

K-Mecans 19.83(16) 17.36(15)

1024 | MKM 20.07(18) (7.62017)

IMKM 20.87(52) " 17.83342)

IV. Conclusion

In this paper, we propose a new VQ design algorithm
which cxploits the concepts of stochastic relaxation (0
improve the performance of the MKM algorithm The
proposed algorithin modifies the codeword updating step
of MKM algorithm. The modification is made by alter-
nating cadeword updating step of MKM algorithm. This
modification essentially introduccs the larger and morce
random perturbation to MKM algorithm. Expenmental re-
sults using imagc data and spcech data show that the
performance of the proposed algorithm is superior to that
of MKM algorithm. However, the improvement in perfor-
mance is accompanied by an increase in the computational

complexity.
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