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ABSTRACT

Tree coding is combined with time-domain harmonic scaling (TDHS) for speech coding at 6.4 and 4.8 kbit/s. The coders are fully backward adaptive but not low delay because of the TDHS. To improve the error performance of the speech coder, adaptive pitch predictor, gain adaptation rules, and short-term adaptation algorithms are proposed. New code trees with appropriate gain adaptation rules, a new backward adaptive pitch predictor, and robust short-term predictor adaptation algorithms are evaluated for both ideal and noisy channels. Paired comparison listening tests show that the 6.4 kbit/s coder (2-to-1 TDHS/2 bits/sample, tree coding) has speech quality equivalent to 6-bit logPCM at a sampling rate of 6400 samples/sec.

I. Introduction

Speech coding at 4 to 8 kbit/s has applications in telephony[1,2], digital cellular mobile radio[3], European and North American half-rate mobile radio standards, and more recently, to Internet speech transmission. Tree coding methods have produced some excellent results at 16 kbit/s[4,5] and have achieved good performance at rates of 9.6[6] and 8 kbit/s[7]. In the present paper, we combine tree coders with time-domain harmonic scaling (TDHS)[8] to obtain transmitted bit rates of 6.4 and 4.8 kbit/s. There have been other efforts at combining TDHS with speech coders at higher bit rates[9-12], but the “look-ahead” search in tree coding seems to provide a critical performance improvement. Objective and subjective performance, ideal and noisy channels, coder delay, and complexity are considered in evaluating the TDHS/tree coder combination.

A block diagram of the system is shown in Fig. 1. The sampling rate of the input speech is 6400 samples/sec, and we limit the time compression of the TDHS operation to a ratio of 2-to-1, so the sampling rate of the tree coder input is 3200 samples/sec. The coder described here are fully backward adaptive in the sense that no side information is transmitted and hence, the pitch extraction for TDHS expansion at the receiver is performed on the tree decoder output. Although backward adaptive, the coder is not low delay because of the TDHS operation.

The tree coder has five basic components, namely, the code generator, the code tree, the distortion measure, the
tree search algorithm, and the path map symbol release rule. In this paper, different code generators including adaptive pitch predictor, gain adaptation rules, and short-term adaptation algorithms are proposed for tree coder in order to improve the error performance of speech coder.

In Section II, we briefly describe the TDHS operation and the tree coder components, highlighting the extensions implemented to achieve the performance goals. Objective and subjective performance results are presented in Section III for both ideal and independent bit error rate channels. The final section summarizes the advantages and disadvantages of this coder and notes possible applications.

II. Time Domain Harmonic Scaling and Tree Coding

We briefly outline the choices made concerning the several coder components and the experiments performed in making these selections. Specifically, we mention the choice of TDHS window function, the pitch extraction algorithm, the code generator, the gain adaptation, and the long and short term predictor adaptation algorithms.

TDHS and Window Functions

The time compression in the TDHS step is 2-to-1 and no side information is transmitted, so the two choices needed for TDHS are the window function and the pitch extraction method. Triangular, trapezoidal, cosine, and Hanning window functions were compared by performing a back-to-back 2-to-1 compression followed by a 1-to-2 expansion. Signal to reconstruction error calculations and informal listening tests revealed that the Hanning and cosine windows generally outperform the triangular window and these three seem better than the trapezoidal window. In these comparisons, the AMDF pitch extraction algorithm was employed[13].

Experiments comparing the autocorrelation, the AMDF (on every sample), and the autocorrelation with 3-level center clipping pitch detectors were performed, with the AMDF producing slightly better results than the other two.

Code Tree Design and Gain Adaptation

A block diagram of the code generator for the tree coder is given in Fig. 2. In our work, the excitation sequences are sequences of symbols taken from a tree structure. The tree can be a deterministically populated tree where the branch labels are (say) MMSE Gaussian quantizer outputs or it can be a stochastically populated tree with branch labels taken from a random variate generation routine [14]. The gain adaptation rules must be matched with the trees used, and in our experiments, the deterministically populated trees produced better objective performance than the stochastic trees, primarily because the gain adaptation rule for the stochastic tree did not perform well either for ideal or noisy channels. We did not train the code tree on typical sequences but simply used random variates, and that could be an additional source of degradation.

Short-Term Predictor Adaptation

For the short-term predictor adaptation, we used the class of adaptation algorithms developed and reported in [7, 15]. Shaping or smoothing the residual driving terms into these algorithms provides substantial robustness to channel errors while maintaining good ideal channel performance. Experiments indicate that the shaping shown in Fig. 3 gives the best performance, where the all-zero shaping filter is chosen to satisfy
$$\frac{1 + B(z)}{1 - A(z)} = 1 + D(z)$$

and the shaping filter coefficients, $d_k$, are obtained as

$$d_k = \begin{cases} \sum_{j=0}^{N} a_j d_k + b_k, & 1 \leq k \leq M \\ \sum_{j=0}^{N} a_j d_k, & M < k \leq P \end{cases}$$

where $M$ is the order of the all-zero predictor. The filtered residual signal is given by

$$e_{\ell}(n) = e_{\ell}(n) + \sum_{k=1}^{P} d_k e_{\ell}(n-k).$$

**Long-term Predictor Adaptation**

The long-term predictor in our coder has three laps and uses blockwise backward adaptation [4, 5], with the stability correction of Ramachandran and Kabal [16], combined with recursive sample-by-sample updates in-between [17]. We leave details of these algorithms to the references.

The pitch predictor has a long memory and is an often-cited source of problems when there are bit errors. This is particularly true in the backward adaptive algorithms and has led, in some applications, to the long-term predictor being discarded [18]. To address the error sensitivity, we modify the pitch predictor input as shown in Fig. 4, where $S(z)$ is a 3-tap smoother or interpolator $S(z) = s_1 z^{-1} + s_3 z^0 + s_5 z^1$. The pitch predictor becomes more robust if the coefficients of the smoother are chosen to implement a low-pass filter. Moreover, in order to track the pitch period change in a block, the coefficients of the smoother can be made variable according to the autocorrelation function of the output of the pitch synthesizer. The coefficients of the smoother are decided by autocorrelation values of the present pitch synthesizer output and three samples that are pitch period lagged. Fig. 5 shows the additional logic associated with the pitch predictor adaptation, including a voicing decision to inhibit th pitch (long-term) predictor in non-periodic segments. The coefficients of the fixed smoother are given by $(0.25, 0.5, 0.25)$, and coefficients used in the variable smoother are decided as either $(0.53, 0.39, 0.08)$ or $(0.08, 0.39, 0.53)$ depending on autocorrelation values of the pitch synthesizer output. The magnitude frequency response of the smoother is shown in Fig. 6. It is clear that the smoother performs low-pass filtering.

The coefficients of the smoother are assigned as $s_1 > s_5 > s_{-1}$ if the following conditions are satisfied: $\hat{\rho}_{n+1}(n) > \hat{\rho}_{n}(n), \hat{\rho}_{n+1} > \hat{\rho}_{n-1}(n), \hat{\rho}_{n-1}(n) > \bar{\hat{\rho}}_{n}$ where the autocorrelation function $\hat{\rho}_n(n)$ is estimated by

$$\hat{\rho}_n(n) = \lambda \hat{\rho}_n(n-1) + \gamma_2(n) \hat{\rho}_n(n-k) \sigma^2_n(n),$$

where $\lambda = 0.95$, and the variance of the pitch synthesizer output, $\sigma^2_n$, is updated by

$$\hat{\sigma}^2_n(n) = \lambda \hat{\sigma}^2_n(n-1) + (1 - \lambda) \hat{\sigma}^2_n(n).$$

The coefficient $s_1$ is weighted more than $s_5$ and $s_{-1}$ because the pitch period of the input is considered to increase by one sample in this case. The coefficients of the smoother are assigned as $s_{-1} > s_5 > s_1$ if the following conditions are satisfied:

\begin{align*}
\text{Figure 4. Pitch Predictor with Smoother} \\
\text{Figure 5. Block Diagram for Pitch Predictor Adaptation with a Smoother} \\
\text{Figure 6. Frequency Response of Smoother}
\end{align*}
\[ \hat{p}_{n-1}(n) > \hat{p}_n(n) , \hat{p}_{n-1} > \hat{p}_{n-1}(n), \hat{p}_{n-1}(n) > \hat{p}_{n-2}. \]

The coefficient \( s \), is weighted more than \( s_0 \) and \( s_1 \) because the pitch period of the input is considered to decrease by one sample. Otherwise, \( s_{-1} \), \( s_0 \) and \( s_1 \) are the same as that of the fixed smoother.

The smoothed pitch synthesizer output is used as the input in the recursive pitch coefficient adaptation and the calculation of the pitch prediction value. The gradient recursive algorithm is

\[ \beta_k(n) = \beta_k(n-1) + \frac{\beta_1}{\sigma_x(n) \sigma_x(n)} \epsilon_x(n) r_s(n-M_1+k), \]

\[ h = -1, 0, 1, k = -1, 0, 1 \]

where

\[ r_s(n-M_1+k) = s_1 r_e(n-M_1-1) + s_0 r_e(n-M_1+k) 
+ \ldots + r_e(n-M_1+k+1) \]

and the pitch synthesizer output is

\[ r_e(n) = e_x(n) + \sum_{k=-1}^{1} \beta_k r_s(n-M_1+k) 
- e_x(n) + \sum_{k=0}^{1} \beta_k r_s(n-M_1+k) \]

where \( \beta_1 = \beta_1 + s_1, \beta_0 = \beta_0 - s_2, s_0, s_1, s_2, s_3, s_4, s_5, s_6, \) and \( \beta_2 = \beta_2 + s_2. \)

The performance comparisons of four pitch adaptation methods including Cuperman’s hybrid adaptation[17], Cuperman’s hybrid adaptation without the pitch tracker, a hybrid adaptation with a fixed smoother, and a hybrid adaptation with a variable smoother were conducted. The performance comparisons are shown in Table 1. The variable smoother is only nominally better than the fixed smoother, but the importance of including a smoother is clear.

### Table 1. Performance comparisons of pitch adaptation methods

<table>
<thead>
<tr>
<th>Speech</th>
<th>BER</th>
<th>SNR/SNRSEG [dB]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female</td>
<td>0</td>
<td>21.70, 19.71</td>
</tr>
<tr>
<td></td>
<td>10(^{-1})</td>
<td>15.70, 16.26</td>
</tr>
<tr>
<td></td>
<td>10(^{-2})</td>
<td>8.17, 9.38</td>
</tr>
<tr>
<td></td>
<td>10(^{-3})</td>
<td>3.18, 3.60</td>
</tr>
<tr>
<td>Male</td>
<td>0</td>
<td>13.20, 16.96</td>
</tr>
<tr>
<td></td>
<td>10(^{-1})</td>
<td>8.46, 12.29</td>
</tr>
<tr>
<td></td>
<td>10(^{-2})</td>
<td>4.63, 7.16</td>
</tr>
<tr>
<td></td>
<td>10(^{-3})</td>
<td>-0.26, 1.79</td>
</tr>
</tbody>
</table>

### III. TDHS/Tree Coder Performance

To establish the TDHS/tree coder subjective performance, we conducted paired comparison listening tests of the TDHS/tree coder at 6.4 kbits/s versus 6400 samples/s log-PCM at 4, 5, 6, and 7 bits/sample. Two female sentences (sentence 1, sentence 2) and two male sentences (sentence 4, sentence 5) were used in these comparisons, so for each bit rate, eight pairs of speech signals, which consisted of A-B and B-A comparisons for four sentences, were presented through a headphone to a listener. Each listener compared 32 pairs of test signals presented in random order. Twenty persons participated in the subjective listening test. From the test results, the preference percentage of the TDHS/tree coder with respect to logPCM was calculated for each rate. The results of these comparisons are presented in Fig. 7. The 50% preference level is located at about 6 bits in Fig. 7. Narrowband spectrograms of the TDHS/tree coder at 6.4 kbits/s for bit error probabilities of 0, 10\(^{-2}\), and 10\(^{-3}\) are shown in Figs. 8, 9, and 10, respectively. The subjective performance at all error rates is surprisingly good.

The 4.8 kbits/s TDHS/tree coder has noticeable, granular-type distortions, and hence, formal subjective listening tests were not undertaken. A spectrogram of the TDHS/tree coder at 4.8 kbits/s with Sentence 1 as input is shown in Fig. 11.
IV. Remarks and Conclusions

The combination of time domain harmonic scaling with tree coding opens up new alternatives for medium-to-low rate speech coding. With various sampling rates and fractional rate trees, several alternatives exist for achieving a desired bit rate. For backward adaptive operation, the gain adaptation, short-term predictor adaptation, and long-term predictor adaptation algorithms must be carefully designed to achieve good ideal channel performance while retaining robustness to channel errors.

Our 6.4 kbits/s coder with a 4-4 deterministic code tree, a pole-zero filtered residual driven-adapted short-term predictor, and a long-term predictor adapted on a smoothed input, produces performance near that of 6 bit logPCM at 6400 samples/sec based on the results of paired comparison tests. The coder is also resilient to the face of independent bit errors up to an error probability of $10^{-3}$.

The encoder/decoder pair is relatively complex since backward adaptation requires the implementation of the long and short term adaptive prediction algorithms at both the transmitter and receiver. However, using forward adaptation would imply a side information data rate of (at least) 1600 to 1900 bits/s [19, Chap. 12], thus requiring an equivalent reduction in the rate allocated to the tree structured codebook if the total rate is to be kept at 6400 bits/s. Such a forward adaptive coder may be viable at 8 kbits/s for some applications such as Internet voice transmission.
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