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Abstract

Spectral information at a speech coder should be guantized with sufficient accuracy to keep perceptually transparent output

speech. Spectral information at a low bit rate speech coder is usvally transformed into corresponding line spectrum pair par-

ameters and is often quantized with a vector quantization algorithm. As the vectar quantization algorithm generally has high

complexity in the optimal code vector searching routine, the complexity reduction in that routine is investigated using the
ordering property of the line spectrum pait. When the: proposed complexity reduction algotithm is applied to the well-known
split vector gquantization algorithm, the 46% complexity reduction is achicved in the distortion measure compu- tation.

I. Introduction

Most of recent speech coders are based upon linear
prediction(LP) in which a cument speech sample can be
represcnted as an  weighted sum of previous speech
samples. As it is known, speech signals, especially voice
signals, are correlated in the ncighbor samples and in the
pitch intervals. These correlations are usually investigated
with an all-pole short-term prediction filter which models
the spectral envelope of the speech signal, and a long-term
prediction filter which models the spectral fine Structure
of it [1].

At low bit rate speech coders, the code cxcited hinear
prediction{CELP) scheme in Fig. 1 that is based on an
analysis-by-synthesis technique is mostly adopted as a st-
andard structure. The basic CELP algorithm has advanced
as many standard speech coders such as 16Kbitsfs fow
delay CELP in the public switched telephone nerwork,
8Kbitsfs vector sum excited linear prediction(VSELP) in
the north America digital cellular system, the U. S. federal
standard 4.8Kbitsfs CELP, G. 929 8Kbits/s conjugate-str-
ucture algebraic CELP(CS-ACELP) in the digital cclivlar
tclephony, and IS-95 8Kbits/s Qualcomm CELP in the
code division multiple access(CDMAY} digital cellular sys-
tem[2](3). As shown in Fig. 1, the coefficients of both
the long-term synthesis filter 1//(z} and the short-ierm
synthesis filter 1/A(z) are extracted from a block of
input speech samples and after quantization routines they
are sent to the other side as side information.

For quantizing the coefficients of the short-term syn-
thesis filter, there are needed about 20-40bits/frame which
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Figure 1. Block Diagram of Code Excited Lincar Prediction
Coder.

take a large portion of overall bit rates in a low bit rate
speech coder (2)-[6). The effective quantization of them
are guite important since the spectrum envelopes of speech
signals should be maintained for high quality speech. As
the coefficients of a LP filter themselves do not have
proper properties for quantization such as their wide
dynamic range, these cocfficients are often transformed
into line spectrum pair(LSP) parameters that are suitable
for quantization [5]. In section 1I, LSP quantization will
be discussed focusing on vector gquantization(VQ). In se-
ction IIl, a low complexity vector quantization algorithm
will be proposcd. The performances of the proposed
algorithm will be evaluated at section [V. Section V

summartzes the conclusions.

I1. LSP Parameter Quantization

Recently the cellular phone is very popular and therc
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are morc ten million users in Korea. In the wircless mobile
communications, the available spectrum bandwidth is very
limited so that the available towal bits for a speech coder
is usually at around 3Kbits/s [2]13]. But the speech qual-
ity even at low bir rates should be maintained to be af
least toll quality. Since the spectral envelope of ihe
speech signal is imponant for high perceptual speech, the
quantization on the coefficients of the short-ienmn LP
filter should be done accurmately under the restriction of
the small amount of bit usage. For quantization thc LP
coefficients can be transformed into several (ypes of par-
amcters such as log-arca ratio(LAR), arcsine cocfficient
(ASRC), and LSP. The LSP parumeters are olien sclected
because of the good propertics for quamization [3]1516).
Now let the samnpling frequency of specch signals be
8KHz and the frame size for extracting the cocfficients
of the short-term LP filter te 160 samplesfframe, The LP
coefficients are obtained with the autocorrelation method.
Let  the all-pole

H(z) = 1/ A(2), where A(z) is given by

short-term  filter  be  expressed  as

Al =1+a z '+ +a,z’ M
Here the p is the order of the tnverse filler A{2) and
is assumed as 10. The LSP paramcters can be computed

with defining two polynomials, /X 2) and (Xz);

P2 = Al +z2 " Az ) 2)

Ka=AD—-z """Az "

The toots of fXz) and €Xz) are called the LSP par-
ameters, which have special properties. The first property
is that all the zeros of P(z) and (X2} are located on
the unit circle. The second is that the zeros of Xz} and
Q(2) are interlaced om the unit circle and the magnitudes
of the zeros are in the ascending order, which is called
as the ordering property. It is also known that if the or-

is satisfied, the stability of H(z) is
P(z) and €X2) be

, w,). The zeros of A2) are w,, wy,

dering propery
guaranieced. Then, let zeros from
W= {CU|, @y,
, @y, and the zeros of X2) are @y, @y L W,
Considering (he ordering property, it can be said (hat
D¢y Can - Cw{nm

As the values of LSP paramcters are bounded and the
special ordering property exits among the parameters, they
arc suitable for quantization. LSP parameters are olten
quantized in several different scalar quantization methods
because of simplicity in scalar quantization. In Sugamura

and Farvardin's works [4], unifonn, nonurilonn, ditfer-

The Journal of the Acoustical Society of Korea, Vol. 17 No. 3E(1998)

cntial, and adaptive scalar quantizaiion methods were in-
vestigated o 32-38 bisfirame. The U.S. federal standard
4 8Kbitsfs CELP coder uses the 34bits/frame scalar qu-

antizer [5].

However, vector quantization can provide mare effic-
icnt compression than scalar quantization at the same bit
usage. Bul vector quantization genesafly demands  high
computational complexity in the optimal codevector search
routine and large memory in stbring a codebook {7].
Many modified algorithms on vector quantization have
rescarched to avoid these difficulties. Split VQ splits a
10-dimensional LSP vector into 2 or 3 small ditncnsional
vectors in which 1dB spectral distortion is obtained at 24
bitsfframe [5]. The split VQ algorithm is known as a
beneh mark on the LSP VQ. Multisiage VQ 15 based
upon multi-level quantization in which 3-6 stages are used
and 1dB spectral distortion is obtained at 22 bitsffraumne

16]. The residual values of onc stage arc quantized in the

next stage, and shis step is repeated again. The CS-ACELP

coder uses both the split VQ and the multistage VQ

method lor the LSP quantization 3], In

10-dimensional vector is quantized with the uswal vector
quantizer. Secondly, the difference veclor between  the
vriginal LSP and the quantized values is quantized with
the split VQ method in which a 10-dimensional vector s
splitted into two S-dimensional vectors. The CS-ACELP
with the 41h order moving average interframe prediction
spends  18bitsf/frame for the LSP quantization. Thus, the
complexity on VQ algorithms of the LSP necds to be

reviewed and be investigated further.

111. Complexity reduction in split VQ

Whea the VQ method is considered for the LSP, it
cannot be implemented with regarding all the LSP par-
ametees as a vector since it requires a huge storage and
very high complexity. Split VQ suggested by Paliwal and
Atal [5] can reduce (he storage requirement and  high
comiplexity by splitting a 10-dimensional LSP parameter
veetor imto 2 or 3 small dimensional vectors. However,
the complexity of wwo-part split VQ with 24 bits{frame
is still high, in which about 40kilo of memory locations
and about 4 million multiplicationsfsec are required in
case of a weighted distonion mcasurc {5). A$ seen in
split VQ. a large portion of the computational camplexity

comes from the distortion measure calculation between an

input  vector and cach codevector in 2 codebook

scarch an optimal codevector. Thus, a complexity reduct-
ion algorithm in the optimal codevector scarch routine is

further investigated using the ordening property in the

LSP parametens.

the first, a
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Figure 2. The histogram of LSP parameters in a test sentence.

Examining the histogram of LSP parameters in the
normalized frequency in Fig. 2, it can be found that the
distribution of each LSP parameter has overfapped with
those of neighbored parameters. This implies that given an
input LSP vector to be quantized, there can be many
codevectors which do not agree with the ordering property
of the input vector. Note that the violating codevectors
cannot be candidates for vector quantization becavse of
the stability condition in the linear filier H(z). These
code vectors can be then exempted from the distortion
computation in the optimal codevector search rcutine.
Suppose ; is an element of an input LSP vector .
Let ¢', be an element of a codevector of the first part
codebook in {4, 6) split VQ in which ; indicates the
index of a codevector and % does the index of an
element in a codevector, As each codebook in the (4, 6)
split VQ scheme with the 24 bits/frame is allocated with
12 bits, j ranges from L to 4096 and % does from 1 to
4 in o', For the second part of (4, 6) split VQ, the
indexes of the ¢, codebook are defined in the same
way but % goes to 6. During the complexity reduced

optimal codevector search routing in the split VQ shown
in Fig. 3, the violation of the ordering property at cach
codevector is checked before the distortion computation.
Check if the ordering property, @, < ¢! sy is satisfied
for i=1,2,3 at each =1, -, 4096. The distortion

computation of the curreni codevector c', is exempied if
there is any violation. For the cz,-, check if @, < % 4i-q

for 7=5,--,9 at each j;=1, -+, 4096 by the samec
way. And the ordering property is also considered between

the vector ¢' and o

. Then, check if @y <c%;, in
which @, is the quantized value of w, and is known

at the <'; routine.
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I. Injtialize: set j=I.
2. Ordering property:

Check if (@ € € e for i=1,2,3
@, { iy for i=5,9
3. Decision
If inequality not satisfied, f+«—j+1.
Ortherwise, compute distortion & j—j+ 1
4. Repeat: go to step 2.
5. Stop when ;= 4096,

Figure 3. Low complexity optimal codevector search routine.

1V. Performances

Split VQ is actually the same as general VQ. Thus,
using the well-known LBG algorithm, the codebooks for
(4, 6) split VQ at 24bits/framec are scarched. Each code-
book has 4096(12bits) codevectors. For the codebook ge-
neration, eight Korean test speech files are recorded at the
FM radio stations. Each file has one million samples(125
second recording time) at the sampling rate 8KHz. The
half of them are female voices. The shori-term LP coeff-
icients ar every 160 samples are computed using the auto-
comrelation method with Hamming window. The frame
rate is 50 framesfsec and the total frames from test speech
files arc about 50000. Alt the LSP parameters are then
calculated from LP coefficients. Each of ¢! and ¢
codebooks are scarched from 50000 LSP training vectors.

The spectral distortion(SD) is usually used to evaluate
the performances of LSP parameter quantization. It is
kmtown that transparently reproduced speech quality can
be obtained at average 1 dB SD, and a small number of
high distortion frames which are about 1-2% outlier frames
on the range of 2-4 dB SD and no outlier frames above
4 dB SD [§). The average SD is defined as

N, x .,
so= 3 24 IR ["[logla (e}~ log| Ae ™)1 do)
@)

where 1/[A,(e™)® and 1/] A, (e™)|? are the speciras
of the all-pole synthesis fillers with respectively the un-
quantized and the quantized coefficients at the nth (rame.
And N; is the total number of frames on databasc speech
files.

Four Kotean test sentences with each 20000 samples
are again recorded from the FM radio stations and LSP
parameters are also computed. The mean squared error
(MSE) distortion measure is used in split VQ. Table 1
shows the spectral distortion performances. According to
Paliwal and Atal's results [5], the average SD was 1.19
dB, outliers between 2-4 dB were 4.30%, and outlicrs
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above 4 dB werc 0.03%. We have almost the same per-

formances as theirs.

Table 1. SD performances of {4, 6) split VQ at 24 bits/frame.

auiliers{in %)

test average : _
sentence SD(dB} 24dB > 448
malc | 120 ° 190 00
male 2 117 156 0.0
female 1 L1t 156 0.0
female 2 1.25 312 0.0

The complexity reduction algorithm is evaluated by
counting the number of codevectors that arc excmpied
from the MSE distortion computation during the optimal
codevector search. Table 2 shows the MSE distortion
computation exemption rate in percentage for four Korcan
test sentences.

Table 2. The MSE computation exemption rate for Korean test

scplences.

1est sentence ' (%) & (%)
male 1 34.76 49.74
male 2 40.95 53.58
female | 4925 46.53
female 2 46.87 48.11

The exemption rate for ¢ is higher than that for ¢’
since a codevector in ¢® has more clements to be checked

than a codevector in ¢'. The average exemption rate is
46.22%. For reliability in Table 2, the complexity reduct-
ion algorithm in split VQ was tested for two long sen-
tences with each one million samples. The female long
sentence showed the computation exemption rate 49.59%

for ¢' and 42.63% for % In the male long se- ntencc,

the rate was 3898% for ¢' and 53.21% for ¢ In these
cases, there were no performance degradations when the
complexity reduction routine was applied.

In split VQ with the MSE distortion teasure, two
million multiplicationsfsec complexity in the optimal code-
vector search are needed because of 10 multiplications
for each codevecior, 4096 codevectorsfcodebook, and 50
framesfsec. It can said that, about one million multiplicat-
ionsfsec can be saved here. As Paliwal and Atal have
computed, four million multiplicationsfsec. are necessary
in case of the weighted distortion measure usage [5).
Even if the weighted distortion measure is used, the ex-
emption rate will not be changed since the ordering pro-
perty is independent of the type of a distortion measure,
Then, about two million multiplicationsfsec. can be saved
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in a weighted distortion measure. In the proposed com-
plexity reduction algorithm, the comparison voutine for
the ordering property check will be additionally required
but the routine does not take much of computational
power. It can be thus said that the ordering property
checking algorithm in split VQ is very simple and the
algorithm can also be included in any other VQ algor-
ithms for the LSP such as multistage VQ and the CS-
ACELP coder. Moreover, the higher the complexity of a
distortion measure, the more the proposed algorithm is
beneficial for the complexity reduction.

V. Conclusions

The vector quantization algorithms on the LSP parame-
ters are very cffective but they need high computational
complexity in the optimal codevector search. Thus, using
the ondering property of LSP parameters the simple com-
plexity reduction algorithm is developed for LSP VQ.
When the algorithm is applied 1o split VQ, the 46 per-
centage of the computational reduction are achieved in
case of the MSE distortion measurc computation. It cor-
responds to about one million multiplication reduction
cvery second,
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