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A User-friendly Remote Speech Input Method
in Spontaneous Speech Recognition System

*Young-Joo Suh, *Jun Park, and *Young-Jik Lee

Abstract

In this paper, we proposc a remote speech tnput device, a new method of user-friendly speech input in spontancous speech
recognition system. We focus the user friendliness on hands-free and microphone independence in speech recognition
applications. Our method adopts two algorithms, the automatic speech detection and the microphone array delay-and-sum
beamforming (DSBF)-bascd speech enbancement. The automatic speech detection algorithm is composed of two stages: the
detection of speech start point candidate and end point using energy and level crossing rate as its features and the
classification of speech and nonspeech using the pitch information for the detected speech portion candidate. The DSBF
algonithm adopts the time domain cross-correlation method as its time delay estimation. In the performance evaluation, the
specch detection algorithm shows within-200 ms start point accuracy of 93%, 99%;, and 99% under 15 dB, 20 dB, and 25 dB
signal-to-noisc ratio (SNR) environments, respectively and those for the end point are 72%:, 89%, and 93% for the
corresponding environments, respectively. The classification of speech and nonspeech for the start point detected region of
input signal is performed by the pitch information-based method. The percentages of correct classification for speech and
nonspecch input are 99% and 90%, respectively. The eight microphone array-based spcech enhancement using the DSBF

algorithm shows the maximum SNR gain of 6 dB over a single microphone and the error reduction of more than 15% in the

spontancous speech recognition domain.

I. Introduction

In arder to usc speech as the most natural means of
communication hetween human and machine, massive
rescarches are made to develop speech recognition system,
However, there are still some problems that should be
solved for this specch recognition system Lo be used
successfully to the uscrs. The main problem is the poor
accuracy of the speech recognition system. The sccond
problem would be the inconvenience and difficulty in
operating the specch recognition system for the user' s
point of vicw. This second problem is cspecially iraportant
in the real world applications of speech rccognition. In the
carlier stage of developing the specch recognition system,
most of the efforts were focused on solving the first

problem. As this first problem is solved within some
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acceplable extents, now it is necessary 10 move the focus
of research on the second one, that is. the user friendliness.

Nevertheless, most of the current speech recognition
systems still use a single microphone as their input device.
However, these single microphone-based spcech
recognition systems are inconvenijent for the common
users. They usually require the user to speak close to the
microphone, within a limited range of direction.

In order (o improve the user friendlincss, we present a
remote speech input method designed to be used as the
front part of our spontancous spcech recognition system
[11[21[3]. Our remote specch input mcthod has twoe
functions: the automatic specch detection and the
microphonc array-based speccch enhancement. We
implemented the automatic speech detection module that
detects the proper specech region from the incoming signal.
Because the incoming speech signal has relatively low
SNR in the remote speech input case, we nced to improve
the SNR of the speech signal. Our approach is based on
the DSBEF algorithm [4]|5], with eight channel microphone
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array to increase the SNR, because this algorithm
involving an array of microphones provided some
promising solutions for the acquisition of rohust and

enhanced speech signal in noisy environments |S)(6][7).

[I. The algorithm of the remote speech input device

We implemented our remote speech input device on a
WINDOWS 95-based PC with a TMS 320C40 DSP board
and depicted its block diagram in Figure 1. This device
generates a speech data Mie when the speech is detected.
All of tts basic algonithms are designed to run on the DSP
board and the PC sends the gencrated speech data to our
5,000 word spontaneous speech recognition system, All of
these modules are integrated to operate logether such that
the routines from the spcech input to the speech
recognition arc processed sequentially. Two principal
functions of this remotc speech input method, the
automatic speech detection and the DSBF-based speech

enhancement are presented as follows.

2.1. Automatic speech detection

The usc of a keyboard or a mouse prior to the utterance
of spcech is not so convenient for users in speech
recognition applications. An automatic procedure of
utterance detection should be made to soive this problem.
Besides, the precise classification of the silence and the
speech region is also very important especially in the
speech recognition applications which require higher
recogmtion performance and real-time processing [8).

To satisfy this requirement, we adopt a frame
synchronous speech detection approach that coasists of

two stage procedurcs. In the first stage, the candidate of

Automatic Speach Detection

speech start point and the speech end point are detected.
First, the detailed algorithm detecting the candidate of
start point 1s described as follows.

1) Blocking into frames: N consccutive samples of
input signal are used as a single frame, and these
consccutive frames are also spaced N samples apart
{wc use N as 320 corresponding to 20 ms of input
signal).

2} Computing teatures: The energy and level crossing
rate for each input frame are calculated by the

following equations,

)

ENG(i) = x(j) (1-1)
=1
LCR(i}= E:\-gn[—(x,(j)—LVL)x(x,(j+ 1}~ LVL))
;':e(l (] ‘2)
sgn(x)=1, if x)0, (1-3)

=0, otherwise

where x.{j) is thej" sample value of the i" frame. The
level, LVL. is chosen as two times of the average
value of positive silence samples to avoid the
crossings duc to small noises but to include thosc of
unvoiced sound.

3) Deriving the threshold values: The threshold values
arc derived to decide whether the current analysis
frame (s specch or silence (we use two threshold
values corresponding to the energy and the level

crossing rate for each frame, respectively).

ENG_THR=Cenv: X ENG_SILENCE 2D
LCR_THR=Crea X LCR_SILENCE (2-2)
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Figure 1. Block diagram of the remote speech input methed.
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where ENG_THR, LCR_THR arc the threshold
values for the energy and level crossing rate.
respectively. Cive, Cus are the multiplying
coefficicnts for the energy and the level crossing
rate, sespectively. ENG_SILENCE, LCR_SILENCE
represent average values of the energy and the level
crossing rate for the initial sslence region,
respectively.

4

—

Decciding speech or silence frame: For each frame,
the decision of speech or silence is made by
comparing the two feature values with the previously

derived threshold values as follows

If (ENG(i) > ENG_THR)

or {LCR|i] Y LCR_THR), (3
Then FRM() = 1 (i.c., specch framc)
Elsc FRM(i) =4 (i.c.. silence frame}

5) Detecting the candidate of start point: Within the
constant CONSEC_ST_FRM number of consecutive
framcs including the current frame and the past
CONSEC_ST_FRM-1 frames, we count the number
of speech frames. If this number is greater than the
pre-dctermined threshold value,
CONSEC_ST_FRM_THR, then we¢ find the
candidate of start point of speech region hy the

following cquation,

Then  Candidate of start point is
(i-CONSEC_ST_FRM11)" frame.
Else  Cuandidate of start point 18 not detected and

repeats to detect the candidate for the next analysis franc.

CONSEC ST FRM
It ( 2 FRM{i—k ))CONSE('_ ST _FRM _THR),
Loa (€3]

When the candidate of the start point of speech region is
detected, we enter the procedure that classifies the
detected speech region candidate is speech or nonspeech
(i.e.. noisc). The steps in this procedure are as follows.

1) Estimating voiced region: For V_FRM number of
frames after detecting the candidate of start point, we
scarch the frame having the maximum energy value
and then estimate the voiced region as this frame as
well as its previous and next M frames (we choose
M as 1). This approach is based on the Tact that most
of the voiced speech are vowel and this vowe]

speech shows rclatively larger energy than unvoiced

The journal of tht Acoustical Sociely of Korea, Vol. 17. No.2E(1988)

speech.

ENG_MAX_FRM=argmax{ENG_FRM(i)), i=0,1,--,
V_FRM-1. (5)

The estimated voiced region:

M
Z FRM(ENG _MAX _FRM + i)

1=—Af

2y Computing correlation coefficient (r(t)): For the
estimated voiced speech region, we compute the
correlation coefficient, rik), defined by the following

equations.

_ R,

L

r(k) k=P, P+1.....Q (6-1)

N
-1
2

| 2
Riky=— x(mxin+ k), k=0,P, P+l..., 6-2
= > ximx(n+k) +1..,Q  (6-2)

N
LN
3

[
L
cn:\lﬁ D xn+k)=1) k=0, P, P+1..,Q  (6-3)
N
1!_| .
i
h=y S,X(Hk% k=0, P, P+1,. Q (6-4)
N

where N is the stze of the window that is applied to
the cstimated voiced region, P and Q are the lower
and upper boundary of pilch estimation region.
respectively.
This corrclation coefficient, r(k), hies between (0 and
I and its statistics shows superiority 10 the
normalized autocorrelation coefficient, R(k)/R¢0).
So we adopt the corrclation cocflicient to deteet the
pitch period more eeliably,

3

Peak-picking: For the computed correlation
coefficients, we extract the pitch candidate by
picking the peak point of correlation coctlicients for
the range between P and Q.

4

Postprocessing: Because this pitch extraction method
is based on the detection of peak value. there is a
possibility such that twofold of the true pitch period
can be derermined as the pitch candidate. To solve
this problem, we adopt a postprocessing procedure
in which we re-cxamine the values of corrclation
coetticient for the region around the half value of the
pitch candidate. Bt the difference between the peak

value of the correlation coelficient in the region and
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the value for the firstly determined pitch candidate is
within the threshold value, 0.1, then we rcgard this
smaller point as the new pitch period.

5

—

Classifying into speech or nonspecch: we classify
the previously estimated voiced region into the true
human voiced speech region or nonspeech noise
region by the following method. If the extracted
pitch value lies within the human pitch range (3.4 -
[2.5 ms in this case) and the value of the correlation
coefficient at this pitch point, KPITCH). is greater
than the threshold value {i.e., 0.5}, we decide the
estimated voiced region ts speech and start to find
the end point of speech region. In other cases in
which the rcgion may be nonspeech or unvoiced
speech, we apply this speech and nonspeech
classification procedurc to another region of 100 ms
just after the first dectsion procedure. This re-
examination procedure can be repeated up to twice.
When the last classification is nonspecch, the region
after start point candidate is assumed as nonspeech
and the routine detecting a new start point candidate

is resumed.

When the incoming signal is classified as speech, we
start to detect the end point of speech region. This end
point detection algorithm is similar to the start point one.
At every analysis frame, we examinc the number of
framces that arc decided as the silence frame in the pre-
detecrmined number, CONSEC_END_FRM, of
consccutive input frames contaiping the current and the
past analysis frames. When this number ts smaller than the
threshold valuc, CONSEC_END_FRM_THR, and this
phase lasts for the pre-determincd number of frames,
END_LENGTH_FRM, successively, we regard that the
end point is detected. Once the start point of speech signal
is detected, the speech data begin to be accumnulated in the
buffer. When the accumulated speech region is reached
500 ms length, these multi-channel speech data are firstly
sent to the microphone array DSBF-based speech

enhancement module.

2.2. The DSBF-based speech enhancement

For cvery 500 ms length within the specch region, eight
channel specch data are sent to the speech enhancement
module, and the microphone array DSBF-based specch
enhancement 1s performed. Our algorithm uses the DSDF
method and 11s procedure coasists of the following four

stages: time delay estimation, time delay compensation,

noisc level normalization, and multi-channel speech
summation. In the time delay estimation, we estimate the
lime delay between speech signals of different channels.
Nex1, we synchronize the multi-channel speech signals by
compensating the time detays between channels. We then
normalize the noise Jevel of eight channels. Finally, we
derive the noise reduced speech signal by summing the
synchronized eight channel speech signals and send to the
PC side to usc it as the input of the speech recognition
systcm.

The first step is the time delay cstimation. Reliable and
precise estimation of time delay is critical to the
pertormance of the DSBF-based specch enhancement and
several methods are proposed to improve the accuracy of
the estimation [9]]10). Here. we use the time domain
cross-corretation method [9). The main recason for
adopting this mcthod is that it is relatively stmple in
algorithmic aspect and produces relatively good
performance compared with other methods. In this
mcthod, we {first calculate the cross-correlation
cocfficients of speech signat for ditferent two channeis.
The point in which the maximum valuc of cross-
correlation coefficicnt resides is chosen as the time delay
between the two analysis channels. These are represcnied

as following cquation.

N-]
T, =argmax 3 x,(mx, (n—T1), k=12, ., L-1 N
r

A=l

where x«n) and x(n) represent the n" speech signals of
the reference channel O and the test channel £,
respectively,

The speech region with larger cnergy is higher SNR if
the noise fevel is constant with tiane. Then, this region is
morc robust against the cffect of noise. [n order to utilize
this fact in the cross-correlation procedure, we detect the
speech region with the largest energy in cach speech
duration of 500 ms. In this largest energy region, we
cstimate the tme delay.

Next, the time delay compensation is performed to
synchronize the speech signals from all eight channels.
The weighting for cach channel is generally followed to
trade off the relationship betwecn array beamwidth and
average sidelobe kevel {4](3311]. In our case, we choose
the weight coefficients to normalize the notse level of cach
channel to derive the maximum SNR gain. In the final
step, delay compensated signals are summed and noise

reduced signal is obtained. These sequential procedures



42

are represcnicd as follows,

- l ¥ )
In)= -—Zwix,\ (n+7, ) k=01, ...L-1 (8-1
20

W= [#——— k=01, L1 (8-2)

\f! 2!)(_\.”_A CIN

n-5

where xi{n) represents the A" signal sample from the K
channel, N is the length of analysis frame in the cross-
correlation procedure, and L is the number of channels.
xoua(r) 15 the 1 noise sample in the silence region of the K

channel.

. Experimental procedures and evaluations

wc made two ditferent kinds of experiments o evaluate
the performance of automatic speech detection and
microphone array DSBF-based speech enhancement. In
the automatic speech dcetection cxperiments, we
investigate the accuracy of speech detection algorithm
under diflerent SNR cnvironments. Next, we cxamine the
gain of the SNR and the improvement of speech
recognition performance for the microphone array-based
speech enhancement. The details of experiments and

results are discussed as follows.

3.1. Automatic speech detection

3.1.{. Databasc and experiments

The speech database used in the performance evaluation
of speech detection is consist of 106 sentences of Korcan
spontancous specch dialogues that are uttered by four male
speakers in the sound-proof room. AlY these data are then
digitized with 16 kHz sampling ratec and (6 bit
quantization tevel. Because these speech data are
relatively clean speech with higher SNR, we added noise
data to these specch data 1o produce noisy speech with the
desired SNRs (15, 20, and 25 dB). The added noise data
are collected under the normal office conditions and have
almost flat specteal characteristics with significant 60 Hz
encrgy components.

The start point candidate and end point detection
atgorithm has three parameters, that is. the threshold
values of energy. Icvel crossing rate, the number of

consecutive speech frames in the decision of start and end
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point. The first iwo parameters, energy and level crossing
rate defined 1n equation (1-1) and {1-2} are used W
distingoish whether the analysis frame is speech or
silence. The other parameter, the number of conseculive
speech frames described in equation {4) 15 adopted W
rejeet the short impolsive noise haviag large energy. Since
the importance of the level crossing rate 1s decreased as
the SNR value is lowered, we choose the threshold of
level crossing rate to a fixed value for all our experiments.
We thus focus our experiments on the effect of two
factors, the energy, and the number of consceutive trames.

The experiments about the classitication of speech and
nonspeech after the detection of the start point candidate
of speech region 1s performed using the same 106 sentence
database and 120 examples of various noises that arce
commonly generated tn office environments. We test the
accuracy of classification for both speech vtterances with
different three SNRs and several kinds of nonspeech

NOISCS.

3.1.2. Pedormance evaluations
Table 1. The accuracy of speech detection under 15 dB SNR
envirotments [%].
Cavw | CONSEC ST FRME? CONSTC VT IRM THR=5. CONSTC _ND 1 RM= 1t
CONSLE END_FRM TEIR=1
Case T CONSTC ST FRM»S CONSEC 81 FRM THIR= 3 CONSEC_ N ERM= M),

CONSEC_ FND_FRM_THR=3,

S BN TN EQ ] 200 300 A00 540
Cae

Y T T Tt 9 202 %96 iy 953 962

Case 2 453 877 914 953 96.2 96.2

Ynd | Casc 1 [ 60 Ty 77 [EE) vis

Case 2 a8 09 547 67.0 726 XA

3 Sian | Case 1 [ R 56.6 ) 720 75s

Case 2 t1.2 547 o8 Y 64 R B4.0

tnd | Cave b 00 47 37T ard 566 6.0

Case 2 u.e 0.0 203 264 283 406

Table 2. The accuracy of speech detection under 20 dB SNR
environments [%].
Cay § CONSEC ST FRM-7 CONSFC ST PR CTIR=S, CONSEC BN FRM =10
CONSER ENID $NM THR -5
Cane 2 CONSLU ST FRMLS, CONSEC ST TRM THR 1 CONSEC END FRM= 0.

CONSEC, UND_FRM_THR. |

[ T e me) ED o RIS T a0 00
l'l!\:\.

[ "‘ii.';u“’Tsm] T WiT o1 IR 1 CC)

Cac | S66 o i ot wa [

[P K™ 0o sy L1 EI Wy B

tane ! DIl ¥ aln ER ] I o

1 Sun | Cocl | atd a0 374 9T %51 ot

Tmee & 519 AR o3 vr: ny RLN]

Fald | Co ETg s X [H (XY Ere}

Cawe 2 a0 0o 4.0 e 71z Py
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Table 3. The accuracy of speech detection under 25 B SNR
environments {%].
Cie | CONSEC ST FRM=7. CONSEC_ST_FRM_THR=3, CONSEC_LND_FRM<HI
FIONSEC _END_ FRM THR=1.
Cuge 3 CONSEC_ST_FRM:e5, CONSEC ST FRM THR=Y CONSEC_END_PRMe1b

CONSFC_END FRM THR=1

Ce: | _Fime (ma) 0 W Bl kRl 400 00
~ “
Canc.
SRR
~

2 Sun | Case | w2 @« il W .1 Lol
Caxe 2 B 8 w1 » el kel
Frd | Cave | 40 4 R “a bia 2
Case 2 o W Y18 3 92 Lol
3 S | Case | 481 .1 | %\ 91 wi
Case 2 Y o) Wi wi wi wa
Fnd | Cawcl an e 8517 Wb $30 Nn2
Case 2 on p2 ] S6n Wré 250 96.2

The resuolts represented in Table 1, 2, and 3 are from the
experiments examining the etfect of two paramelers, that
is, the cnergy multiplying cocfficient (i.c., CENG) that is
uscd to derive the threshoid value and the number of
consecutive speech trames {i.e., CONSEC_ST_FRM and
CONSEC_END_FRM for start and cnd point,
respectively) under SNR environments of 15 dB, 20 dB,
and 25 dB, respectively. The accuracy is defined as the
probability of detecting the start paoint and the end point
within each specified time {i.¢., 2( - 500 ms) with respect
1o the manuatly detected point. As expecied in advance,
the results show hetter performance for the speech data
with higher SNR value. If we choose the acceptable start
point accuracy as above 93%, the results indicate that
input signal at least 200 ms prior to the detected start point
should be included not to cxclude the speech portion. We
find that lowering the two parameters, energy coefficient
and the number of consecutive frames, increases the
detection accuracy. However, in this case, the algorithm is
getting erroneous to the incoming short duration noises.
This undesirahle effect requires the adoption of pitch
information-based speech and nonspeech classification
algorithm as the postprocessor. As can be scen in the
tables, the accuracy of the end point detection is lower
than that of the start point one. This is because most of the
start point errors are due (o relatively simple problems like
the failure of detecting short plosive sound at the starting
point of ulterance while the end point errors are resulted
frem various unexpected factors such as low SNR. the
presence of impulsive noisc, speaker’ s undesirable
uttering manner, very long panse, etc. We thus need ta
inctude more amount of signals outside the end point

compared to the start point case not to damage the real

speech region.

Table 4. The accuracy af the speech and nonspeech classification
using pitch information {%).

Tnpw SNR (B} | 1*triad saxcess | 2 isial success | 3™ tnal saccess
Speech )5 95.3 9.2 99 )
2 wi 9.1 9.1
15 96.2 LN | 9.1
Nonspeech 0 BvY

Tabte S. The statistics for the correlation coefficient {r(PITCH))
and the normalized autocorrelation coefficient
(R(PITCH)Y/R(0)) at the detected pitch poinl.

Inpwt SNR |dH] RPIIUH) R(EITCHYRH)
Averoge | Swadard | Avetage | Standard
Deviation Deviaton
Speech s 0 155 0771 0068
m Q87 (LOR3 0869 v
25 0.878 (154 0892 (L8
MNonspeech noise b33 0.251 ons 072 43I0

Table 4 and 5 are the resutts obtained by applying (he
pitch information-based speech and nonspeech
classification algorithm. In Table 4. the results indicate
that the accuracy of classifying into speech is very high for
vanous SNR environments. Even in the SNR of |5 dB, the
cormrect rate 1s above 99% within three erials. But for the
nonspeech anput case, the accuracy 1s about 90% and this
s relatively lower compared to the speech classification
result. Tn the crror analysis, most of the errors are results
from the cascs when the input noise has human pitch-like
periodicity and almost all of the short duration nonperiodic
noises are correctly classified into noise. These results
imply the comparative analysis about the difference of
periodic pattcen between the human pitch and the pedodic
noises needs to improve the noise classification accuracy
further.

The results shown in Table 5 are comparative statistics
about parameters used in pitch-based speech and
nonspeech classification. Both average value and standard
deviation value for the proposed correlation coefficient,
r{PITCH) show superiority t¢ that of the normalized
autocorrelation coefficient, R(PITCHYR{D), which is used
in many pitch detcction algorithms. From the resulis, we
also know that the adopted correlation coefficient-based
method produces especially superior performance for the

noisc input.
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3.2. Microphone array DSBF-based speech

enhancement

3.2.1. Database

We Jocate cight microphones at the four edges of the PC
monitor frame such that two microphones arc attached at
each cdge of the trame while keeping the two
microphones are about 18 cm apart from each other.

In the performance evaluation, we did a series of
cxperiments to investigate the gain of SNR and the
improvement of speech recognition rate. For the SNR gain
test. we collect speech data by the following manner. Two
male speakers repeat to utter 10 Korean sentences live
times at six positions. These positions are the center, left,
and right from the front of the PC monitor with distances
to the monitor arc kept 40 and 80 ¢, respectively. For the
test of the improvement in speech secognition. we made
experiments by playing the previously described
spontaneous speech database of 106 uilerances comaining
1,084 words through a Joud-speaker at the same six
positions. We also collect speech data through the
microphonc array directly. Thesc speech database arc
made up of 250 Korean spontancous sentences consisting
of 2.805 words uttcred by five male speakers under
different two SNRs to test the improvement of speech
recognition for the rcal speech database. These real speech
datahase are collected at the center position of the
microphone array and the distance hetween the speaker s

lip and the microphone array is 6(} cm.

3.2.2. Experiments and results about SNR gain
Table 6. The SNR gain of the tmictophone array [YSBF-based
output over a single microphone output [dB).

Dwrence | Position One Lhanmwel Erght chaniel Average gain Maxumin gam-'
fem| outhnl ISHIY vurpuc
center 159 19 ¢ 30 T
0 Tek e no 14 as
night TR W0y 11 4
1 cenler wr o0 VT
L1 left 15.1 1IR3 27 ay
right 172 214 M 54

The resukts from experiments about SNR gain are given
in Table 6. The average gain of SNR from the cight
microphone array DSBF-based speech enhancement
ranges from 2.3 dB to 4.0 dB and the maximum gain is 5.9
dB. All these results arc obtained by companing with the
specch signals from one microphone output having

maximum SNR. Compared with the ideal case where the
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improvement of SNR is 9 B, the pertormance of our
result is about the halt of that from the ideal case. We
think this is due o some factors such as the presence of
coherent noises, the improper location of microphones.
difterent characteristics of microphones, and the erross in
the time delay estimation, ete. After considering these
factors, we expect the SNR gain could be tmproved further

with proper study.

3.2.3. Experiments and results aboul the improvement

of speech recognition rate

Table 7. The SNRs and the accuracy of speech recagnition for
various number of microphones at each position and
distance by the DSBEF-based speech enhancement.

\\ Posiinn [F2]] Cemer Rghi
SNR Acruiey SNR Accuracy SNR Accoey
Uhatamee | No ol Mes
Mbemy | 1% sz 1916 s Y 147
M .17 6271 14924 3872 i3 R0 s9%7
4 MW [A1d 21 kS 57.10 U4 6107
3 TH4 AN 36 1LY 6236 Ny K43
¥ cm b 1495 T 1432 174 (X313 4182
2 1506 51%) 1589 534} 1544 5033
4 115 57K 1534 §1.38 1609 St
K 1% 26 e 1814 H0.42 1729 86 46

We afso investigate the improvement of speech
recognition for the enhanced speech. We test the speech
data to our sponlancous speech recognition system of
which the best pertormance is about 72% for 5,000 word-
domain. [n Tablc 7, we sce the results abou the
performance of speeeh recognition for various number of
microphones in the DSBF method at the different
positions and distances. At these experiments, we use the
speech database collected by playing speech atterances
through a loud-speaker to keep the consistency of speech
data dJuning the experiments. As expected, the recognition
accuracy and the average SNR ar the 40 cm distance are
hetter thaa those of 80 cm case. The improvement in the
accuracy of the speech recognition and the SNR value
increases according to the increase of the number of
nmicrophones, The SNR values are shown to be simalar at
different positions while the value at the nght position is
relatively low compared to (hose af center or left. We
think this 15 partly resukted from the non-identical gain
characteristics of microphoncs. Except this particularly

low SNR at the right position, the results indicate the
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spcaking position hardly affects the performance of speech

recognition when the number of microphones reaches

about eight.
25
12 o —+—L{40cm)
6 ~#- C(40cm)
. g 16 j & R(40cm)
: E 10 -~ 1(80cm)
S | | —%—C(80cm)
E 0 —e~ R(80cm)
. e ,
H 2 4 8
| Number of Microphones

Figure 2. The error reductton rates for various number of
microphones over single microphone at different
positions (left, center, and right) and distances (40 cm
and 80 cm) | %],

Figure 2. represents the error reduction of speech
recognition for various number of microphones over
singte microphone. Though the trend of ervor reduction for
the increasing number of microphanes is a lile trregular
for the positions and distances, it is notable that most of
the slopes are linearly increasing as the number of
microphones increases with power of 2. This fact indicatcs
the number of microphones plays significant role in
improving the performance of specch recognition.
Through these experiments, the maximum error reduction

rate is 23% at the center position with 40 cm distance.

Table 8. The improvement of speech recognition undes different
SNR environments.

One chisane) oulput Eight microphwone -DSBF owput

SNR (dB) | Recogmtion rate { %] SNR [dB) Recognition rawe | %)

Test | 200 547 24 614

Test2 4.1 41.1 208 04

The improvement of speech recognition by microphone
array DSBF-based speech cnhancement under different
SNR environments is given in Table 8. As described
previously, the specch database used in these experiments
arc uttered in front of the microphone array by five male
speakers and coilected directly through the microphone
array. The error reduction rates are 15.8% and 15.7% for
Test | and Test 2, respectively while the gain of SNR
shows large difference for (wo tests. We think this Jarge
diffcrence in SNR gain is due to the characteristics of

environmental noises. We collect speech databasc used in

Test | just in the normal officc eavironments without
generating particular noises. On the contrary, the speech
database used in Test 2 contain the noiscs generated from
two loud-speakers. So, there 1s some difference between
the 1wo notses. The results about improvement of speech
recognition ratc indicatec that microphone array-based
speech enhancement is generally independent of the SNR
Icvel of the input signal and produces consistent

improvement in the performance of specch recognition.

IV. Conclusion

We propased a remote speech input method to
efficicntly input the spcech without caring the position of
microphones. It also need not use the mouse or keyboard
to trigger the speech input. [n order to achieve these
functions, we adopt the automatic speech detection and the
microphonc array DSBF-basced speech enhancement. The
automatic specch detection madule detects speech portion
from the incoming signals. The percentages of detccting
the start point of speech signal within 200 ms from the
hand labelled points arc 93%, 99%, and 99% under 15 dB,
20 dB, and 25 dB SNR cnvironments and those for the end
point are 72%. 89%, and 93% for thc corresponding
environments, respectively. We also adopt the speech and
nonspecch classifier for the start point detected regron of
input signal to decide the detected speech region is real
speech or noise. This speech and nonspeech classification
is performed by the pitch information-based method and
the accuracy for the speech is 99% and that of nonspecch
input is 90%._ The microphone array-bascd specch
enhancement using the DSBF algorithm shows maximum
SNR gain of ¢ dB over a single microphonc and error
reduction of more than 1 5% in speech recognition.

By integrating these two modules, we introduce the
remote speech input method that is very cfficient and
convenicnt for speech input. We think this remote speech
input method can be widely used for the applications that
require uscr {riendliness as well as noise reduction.

As future works, we plan to adopt the adaptive
beamforming aigorithm in our unit to improve the noise
reduction effect further. The time delay estimation under

low SNR environments is also 1o be studied.
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