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Simulation and Experiment of Distorted LFM Signals
in Shallow Water Environment

*Young-Nam Na, *Mun-Sub Jumg, *Tae-Bo Shim, and **Chun-Duck Kim

Abstract

This paper attempts to cxaminc the characterishics of underwater acoustic signals distorted in shullow water cnvironments.
Time signals arc simulated using an acoustic mwdel that employs the Fourier synthesis scheme. An acoustic experiment
was conducted in the shallow sca ncar Pohang, Korea, where water depth is about 60 m. The environment in the simulat-
ion is set up so that it approximates the experimental condition, which can be regarded as range-independent. The signal
is LFM (lincar frequency modulated) type centered on one of the four frequencies 200, 400, 600 and 800 Hz, cach being
swept up or down with the bandwidth of 100 Hz. To analyze the signal characteristics, the study introduces a spectrum
estimation scherne, pseudo Wigner-Ville distribution (PWVD). The simulated and mcasured signals soffer great interference
by the interactions of ncighboring rays. Although there are constructive or destructive interference, the signals keep LFM
characteristics well. This is thought that only a fcw dominant rays of small loss contribute to the received signals in a

shallow water cnvironment.

1. Introduction

Within the framc of lincar acoustics there are fundam-
entatly two approaches to broadband modeling problem :
Fourier synthesis and ditect computation (1], The first is
to solve the pulse propagation via the frequency domain
by Fourier synthesis of CW results. This approach is at-
ractive since it 1equires little programming effort. That is,
any of the time-harmonic acoustic models can be linked
up with a pulse post-processor which numerically per-
forms the Fourier synthesis based on a number of CW
calculations with the frequency band of interest. The
Fourier synthesis scheme is adopted to simulate the LLFM
signals distorted in the environment. Tn the CW calculat-
ion with each frequency an acoustic model based on the
parabolic equation (PE) is applied.

The LFM signals arc chosen in this study because they
are relatively simple to be generated but enable to analyze
the distorted signals with casc. They arc regarded to be
enough 1o accommodate the signal distortion caused by
the environment.

Few papers have been published to deal with the LFM
signals distortced by surrounding cnvironment. Fieid et al.
[2] tried to simuiate the signals distorted in the deep wa-
ter environment using a time-domain PE (TDPE) model.
They considered retatively short vange (5 km) compured

* Agency for Defense Developmenl, Chinhae
** Pukyong National University, Pusan

Manuscript Received : March 23, 1998,

with the water depth (1.3 km). In these conditions the
traveling waves suffer one surface orfand bottom inter-
action, yiclding small distortion and loss.

This study assumes the environment o be shallow
water, and comsiders environmental variations in sound
speed profile and botiom property. The principal charae-
teristics of shallow water propagation is that the sound
speed profile is downward decreasing or nearly constant
over depth, meaning that long-range propagation takes
place exclusively via bottom-interacting paths [t]. Hence,
thc important paths are either refracted bottom-reflected
or surface-reflected-bottom-reflected. Typical shallow water
environments are found on the continental shelf for water
depth down to 200 m. The signals inevitably undergo di-
stortions by the environment in which they propagate.

This paper is dirccted to examining the characteristics
of low-frequency LFM signals distorted in shallow water
cnvironments. Scction 11 describes the theorics employcd
in this study such as Fourier synthesis and spectrum est-
imation. Section III delivers the simulation results with
LFM signals. The simulation is conducied by varying
sound speed profile, bottom property and source-recciver
range. Section IV presents the resubts with the cxper-
imental data. Scction V' gives the conctusions denived in

this study.

II. Theory

A. Fourier Synthesis of Frequency-Domain Solution
The inhomogeneous Helmholtz equation for a simple
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point source of strength S{w) at point ¢, is given by

(Vvi+F1Pw, 1) = S} &(r—r1,), n

where P is pressure field at frequency « and position
r, and & is dirac delta function.

The solution of the time-dependent wave equation can
be obtaincd by an inverse Fourier (ransform of the frequ-
ency-domain solution as

prah=—2= [ S@Hrz0 M, @

where  S(w) is the source specttum and 7, =, w) is
the spatial transfer function. Here, it is assumed (hat the
cnvironment could be described in a cylindrical coordin-
ates (i.c., azimuthal varations are negligible). The main
computational effort is to find the mansfer function at a
number of discrete (requencics within the frequency band
of imetest. The calculation of the integral in Eq. (2) is
then done by an fast Fourier transform (FFT) at cach
spatial position (r, 2) for which the pulse response is
desired.

Assuming that the source does not produce any signif-
icant energy above a certain frequency ... Eq (2} is

replaced by
proz )= % f_w;- Sw) 7, 2, w) e dw, (3

where X7, 2, w) represents a nonnalized mansfer fun-
ction. So, if Pr, z, w) represents pressure field (trans-
mission loss pressure), then S{w) is the frequency spec-
trum of the source pressure at l-m distance from the
source. To yield a rteal time series, it is necessary to in-
clude the negative spectrum in the integration, or altema-

fively to use the form

Nroz, 0= Re{-I; f“mm Sw) Plr, 2, @) e™ dao}. (4

The solution to the Helmholtz equation (1) is conjug-
ate symmetric, ie, 7 z, —w)= P(r, 2. @), wherc
_i"(j means complex conjugate of (). In this paper, a
LFM signal is generaled and its spectrum is imposcd on
the Foutier synthesis as the source spectrum S(w).

Egq. (4) is a continyous form to evaluate pressure field
at each time ¢ To be practicailly applicable, the pressure
field should be expressed in discrete form from which
time signal can be obtained at each time step.

Let us assume that the responsc at a point (r, z) is
sought in a time window of length 7, starting at some
time {.,. The ime and frequency axes arc then discret-

ized as

=t Hint, i=0,1,2,...(N=1),
w;= 18w, f=—~(N2-1), ... (N2-1), (5

with the samplings satisfying the relation

2x

Ataw=w. (6)

Since T=Nat and Aw=2x/T. from the above rel-

ation, the frequency resolution is given by

L Y R &
of= 2 T - (7

Now the integral is replaced by a discrete sum. The
discretization in frequency intreduces periodicity of T in
time with the result being a time-shified sum of all the
periodic responses |31,

3 w2t + 0D
§ (8)
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or by using the conjugate-symmetric property of the trans-

fer function,

oozt aT)

N
= AwRel Zb 6;3((0;)[,(—’(,' z, w!)e!r...w:]e

with ¢,=1 (for {=0) or 2 (for {>0).
The actual response in the selected time window [ £, .

tyn + T1 then becomes

Ngot P
Krzt) = swRel oy eS@IArz wpe" "]’

- Zn Mroz b, +nuT),
(10}

where the last term denotes the wrap-around or aliasing
from the periodic time windows. Main effort to obtain
time signals in Eq.(10) is devoted to0 computing pressure
field (7, z, @) in each spatial grid and frequency. This
is performed with an acoustic model based on the PE
scheme, In the simulation the center frequency is chosen
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as 200 Hz and the sampling frequency as 1024 Hz which
satisfies the Nyquist criterion.

B. Pseudo Wigner-Ville Distribution (PWAVD)

We need o spectrum estimator to analyze (he time
signal obtained by Eq. (10). The PWVD is mallemaii-
cally sophisticated approach capable of higher resolution
for a given length of data. This is o kind of 1ink-lrequ-
ency distributions and is known to be suushle for
analyzing transient or other non-stationary phenomena. 14
has been widely used in optics [4-6) and speech proces-
sing [7. 8] mainly becanse it protnises high resolution in
frequeney and time.

The Wigner-Ville distribution (WVD) ol signal s(f is
defined as 19)

Wi, w) = f “ s(= f)s(r-+---z§)e-"°-"¢ir, (tn
and discrete time form as [10)

Wl =2 B s t-5)stt+5re ™ U

where 5°(f) is the complex conjugate of signal s( /).
For a sampled signal s{x)(n=0,1,2, ... . N—1),
Eq. (12) changes into

W-[ 1, k] =_]]V ly“ S(}+ n] S‘[[— n}{-? -1-!,rn1q';\"
N (13)
k=0.1,2,.... N1

where s[mpe)= 0 for me< 0 and > N—1.

Basically, Eq. (13) has the form of the FFT and one
can utilize a FFT algorithm. However, Eq. (13) is rewrit-
ten o know what periodicity the WVD has.

W1, B+ m(NI2))

- LS st
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S , dmnk .
= _1N '2_:] [+ n)s'[-nle N (oo (14)
= Wl &)
since ¢ /¥ = | where m and n are integer.

From this relation it can be secen that (he WVD has a
periodicity of N/2. Hence, even when the sampled daa
s[m] satisfies the Nyquist criterion there would be still
aliasing component in the WVD. A simple way to avoid
the aliasing is to mtroduce the amalytic signal beforchand
(11}

The analytic signal may be cxpressed by

The Journal of the Acoustical Society of Kowca, Vol 17. No. 2E{1998)

s(H - 5, (O+ 5,00, (15)

whese  Ff{s. (0} is the Hilben transform aud oblained
convolving the impulse cesponse A(5 of x/2 phase shift

as follows
s, (0] = s, (H*nH. (16)

where il 1) = 2 s (xtiDixt,  t+0
=10, F=0.
Since the WVD has a penodicity of N/2, Eq. (13)

can be rewritten as follows

2
Wlmat ko) — 24t 2: s[{m+ ) ~ )

5.[ ( m—n) & [] c .r"."-mk."',':N’

(17)

where A = xf(2Na0) and & ¢ is the sampling interval.
In Eq. (17} the frequency resolution s is 1/4 of the
ordinary FFT, implying that the WDF guarantees four
times of lrequency resolulion.

To suppress the interference arising from cross terms,
a sliding window is applicd in time-frequency domain.
The WVD with a window is usually called the PWVD or
smoothed WVD. The PWVD is oblained convolving the

WDF with Gaussian window function G as follows

WL/, m] = -Sf0e S:d‘gk Wip, ddGlo— 4 a—m), (18)

¥ 2

where W[4, m] is the PWVD, and

. S S (b
Gl p, q T TN exp{—( ¥ + o4 N, U
The signal s[ »#] may be simulated pressure field or me-

asured signal through sea experiment.
1. Simulated Signals

A. Input Data

To get distorted time signals, pressure fields satisfying
the wave cquarion should be computed first by using a
numencal model. The model is based on the PE scheme,
ft requires rainly three kinds of cnvironmental input
data: sound speed, density and attenuation. The time sign-
als are obtained convolving source spectra with pressure
fields as described in the theory.

The e¢nvironment, on which time signal simulation s
conducted, is a simple waveguide with pressure release

surface and penctrable tlusid bottom (Fig. 1). The source
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depth is 30 m and source-receiver range is one of 5, 10,
and 20 km. Two kinds of sound speed profile (SSP) are
assumed and they are typical in winter and sutmer in
shallow watcr. In the figure (Fig. Lb} it can be secn that
the winter profile has actually onc value of 1482 mfsec
over the water depth. That is, the water was wmixed well
over the column. In winter, the surface water becomes
denser because it loses heat by the wind from northwest
that accelerates vertical mixing. The denser the surface
water becomes, the easier it descends down the water
column. On the other hand, the summer profile has ncg-
ative gradient over the water depth, which being particul-
arly large between 20 and 3¢ m. in summer the surface
watet is usvally heated by the sun and thus it decreases
in density. Consequently, the water column becomes more
stable, meaning that it becomes more difficult to be mix-
ed with the bottom water.

source
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(b) sound speed profile

Figural 1. Input data used for the time signal simulations.

The sediment paramcters are shown in the figure in-
cluding sound speed (c,), density (p,), and attenuation
(a,). They are determined by referving to Miller and
Wolf [12). The bottom properties are crucial to sound
wave propagation in shallow water because of the frequ-

ent interactions of the waves with the bottom. The acou-
stic model requires sound speed, altenuation coefficient,
density, and possibly shear speed. Most of these parame-
ters, however, are not available at the desired sile because
marinc geology is rather complex and not well known.
Shear wave propagation in the bottom layer ts not includ-
ed based on the studies {13, 14] showing that the effect
of the low shear speed (below 300 mfsec) on sound wave
propagation in the water layer is weak and negligible.

B. Generation of LFM Signals

Once the pressure ficlds are computed by the model
they are convolved with source signals to give received
signals at each depth and range. The source signal is as-
sumed 10 be projected from the source while reccived
ones to be distorted by the environment through which
the acoustic waves travel.

This study considers a LFM signal of which center fi-
equency s 200 Hz and bandwidth is 100 Hz so that the
signal sweeps up or down in 150-250 Hz. The LFM
signal, s(r), is generated by the following equation [15)

s(8) = sin [2x{f, £+ mt*/2)], (20)

where  f, = center frequency (200 Hz), s~ bandwidth
(100 Hz). For the upsweep signal the time goes from
—~ T2 to T{2 and for the downsweep signal from 772
to — T/2. The sampling frequency is 1024 Hz so that
1024 sequences are generated over a period of one second.

Figure 2 gives waveforms of upsweep and downsweep
signals over a period. Before the simulation of time sign-
al a modified Hamming window is applicd to the LFM
signals generated by Eq. (20). This leads to reduce the
energy leakage caused by the discontinuity of the finite
record of data. The modified Hamming window is taken
at the beginning and end of each 10% sweeping period
as following:

0.54 —0.46 cos(10m/ T) 0=¢=<0.17,
w(f)={1.0 0.1T<=¢<0.97, (21}
0.54 ~0.46 cos[10{ T—¢)/T] 0.9Ts(<T.

This kind of window is preferable since it modifies relat-
ively small number of the signal compared with the or-
dinary window and so enables to keep LFM charactesist-
ics. Although the waveforms are different each other both
classes of the sighals have identical power spectra.

C. Results
Figure 3 presents some results of simulated signals at

each range step. They are simulated with the winter SSP
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Figure 2. Waveform of the LFM signal swept up or down in
150-250Hz.

where the source signal is swept up. The figures give
time-depth dismributions of amplicude. The model inherently
calculates the amplitudes over the whole layers of the
water and sediment. In this study, however, the discussions
are limited to the water layer because the amplitudes in
the sediment layer are very small compared with those
in the water layer. In the figures simulated amplitedes are
magnificd as much as 10 (or 100 dB).

In the amplitude distribution al range 5 kimn, it can be
scen that there are noticeable constructive and destructive
interference caused by the imeractions among the propa-
gating rays of peighboring frequency. The amplitudes are
simulated wtth the upsweep sigoal. Some  constructive
interference spans up to more than 100 milliscconds. The
interference may be accelerated by multi-paths of  the
rays with same frequency.

The result at range of 10 km (Fig. 3b) shows rhat
there is still constructive interference and it is somewhat
symmetric over the water depth. The amplitudes are si-

mulated with the upsweep signal. The duration Gime of
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the interference tends to decrease compared with that a
range 5 km. In the result at range of 20 km (Fig. Jo).
the duration time of the interference decreases much more,
while the symmetncity increases over depth. The ampli-

tudes are also simulated with the upsweep signal,

Depih (i

200 400 600 800 1000
Time {msec)
o 5 0 5 10

(b} range 10 km, upsweep

Depth (m)

(¢} range 20 km, upsweep

Figure 3. Simulated amplitude distributions with time and depth
for the various ranges. Amplitudes are simulated with
the winter SSP and arc amplificd by 10°,
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There exists noticeable destructive interference near the
surface and the bottom and this is explainable by the re-
flection between the two interfaces. Large difference in
impedance between air and water causes nearly perfect re-
flection with an angle-dependese phase shili. This oechan-
s makes the waves superpose themselves to result in
destructive interference. For ihe other interference hetween
water and bottom scdiment the reflection coeffictent can
be estimated based on the geovacoustic parameters in Fig.
1. At low grading angles of below 5% i can be shown
that the reflection coefficient is almost .0 [16], itoplying
perfect reflection toward water layer and then destructive
inerference between the incident and retlecied winves,

In the PWVD examples ac the receiver depth of 30 m
(Fig. 4) onmc can sec time varying pattemns of LFM signal,
but strong constructive and destructive meerference. The
three PWVDs come trom the three amplitude distributions in
Fig. 3. In the figure some constructive interference: exists
on ahmost one frequency with rime, implying resonance

resulted from  interaction among the rays of ncighborng

26 30 40 50
Frequency Bin

(a) range 5 hm. upsweep

a0 40
Freguency 8.0

(b) range 10 km, upsweep

30 40
Frequencty Bin

{c) range 20 km, upsweep

Figure 4. Spectrograms of the signal via the PWVD al the
receiver depth of 30 m.

frequencies. This phenomenon is the most profound in
the result at range of 5 km,

Meanwhile, the amplitudes simulated with the summer
SSP (Fig. 5) show large diffcrence compared with those
with the winier profile. At a glance, most of consructive:
interfercnce. occurs al lower depth. As can be seen in
Fig. 1 the summer SSP has strong negative gradient over
depth (particularly in depth 20-30 m) and thus most of
traveling waves are refracted into the lower pan. As &
result, the  sviometiciy  over water  depth,  which s

typical for the winter SSP, is destroyed ar longer ranges.
IV. Measured Signals
A. Sea Experiment

In the sea cxpeniment one sound source and three re-

ceivers were tsed, The sound source projected four LEM

400 600
Time (msec)

-10 -5 0 5 10

(a} range 5 km, upsweep
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(k) range 10 km, downsweep

(¢} range 20 km, downsweep

Figure 5. Simulated amplitude dismbutions with time and depth
for the various ranges. Amplitudes arc simulated
with the summer SSP and are amplificd by 10°,

signals centered on 200, 400, 600 and 800 Hz with each
bandwidth of 100 Hz. The signals were swept up for one
second and down for an another second. That is, they were
repeated to produce the two classes of LFM signals every
two scconds. To check the quality of the projected signals,
a hydrophone was installed at | m away from the source
and made {0 monitor the signals. The source was operated
on the water depths of 10 and 30 m. A CTD {conductiv-
ity, temperature and depth) equipment was alse deployed
to pget oceanographic data for resolving water conditions.
The experiment was conducted on March. A few days
before the experiment there was wind from northwest and
it was strong enough to mix the whole water column.
The sound source produced signals for more than 15
minutes at cach depth. The source-receiver mange was
about 54 km. Two kinds of receivers, the sonobuoy AN/
§$SQ-57A (DRR1, 2) and sonobuoy AN/SSQ-57B (BMR),

were used. The latter was modified so (hat it could se-
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parate reccived signals into the north-south and east-west
components. Two sonobuoys (DRRI, 2) were connected
cuch other by a 100 m-long sope and allowed o drift in
water, keeping water depth of about 18 m. However, they
were again connected o the weight on the sca bottom
via the tope so (hat they counld drft in a limited area.
The modificd receiver (BMR) was installed on the sca
bottom where the depth is around 60 m. Figure 6 pre-
sents the schema of the source and receiver configor-
ation. The received signals were transmitted (o the land
site via radio frequency where they were recorded for
funther processing. An acoustic relcase was used (0 make
case the recovery, It operales to release weight in the
recavering stage responding to the coded acoustic signal

from the surface.

Signal Cable

Release
Recovery
Fioat

Wercht Acoustic Release
e

H Weight
7

RN

Bottom

Figure 6. Installation of the receivers for the experiment,

B. Environmental Condition

The bottom of the cxperiment arca conmsists of sand-
sil-clay. Its typical geoacoustic parameters are character-
ized by density 1600 kg/m’, porosity 67.2%, sound speed
1510 mfsec, and attenuation coefficient 0.5 dBf A [12).
The winter SSP in Fig. 1 comes from the measured data
through a CTD cquipment. The profile shows typical
pattern of very well mixed water, remaining almost the
same speed from the surfacc to the bottom. This pattern
was caused by the strong wind from northwest a few
days before the experiment.

Ray traveling patterns may be simulated with the mca-
sured SSP. The source depth is assumed to be 30 m. As
can be seen in Fig. 7 all rays interact with the surface
and the bottom at least six timcs over the range 20 km.

C. Results

The received time signals are assumed to suffer dist-
otion by the environment through which they travel. In
addition, they are corupted by some noisc of which

charactenistics are hard (© be defined. This scction s de-
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voted to analyzing measurcd signals and comparing them

with the simulated ones.

Figure 7. Ray tracing result with the measured $SP during
the cxperiment. The source depth is 30 m

Figure 8 presents an example of the PWVD of the
signals monitored at | m away from the source In this
casc the signal was swept down. It was 10 check the qu-
ality of the projected signal with ime. In the f{igure the
frequency and time axes span 256 bins, representing
1024 Hz and one second, respectively. Each LFM signal
has the bandwidth of 100 Hz. Among thc four LFM
sighals the one with center frequency of 600 Hz is the
most intensive (i.e., signal to noise ratio is the highest).
Even in a l-second period one can see thac there is in-
tensity vanation with time, particularly in the fourth LFM
signal of which center frequency is 800 Hz.

100 150 200 250
Fraquency Bin . .

Figure 8. A PWVD of the downsweep signal monitered at |
m away from the source. The centee frequencics of
the four LFM signals arc 200, 400, 600, and 800
Hz with the bandwidih of 100 Hz

An example of the received signal at 54 km away
from the source (Fig. 9) shows that there are obvious
four LFM signals. In this example the signal was swept

down. As shown in the monitored signal the third LFM

signal has the strongest intensity. The frequency and time
axes comespond to 1024 Hz and onc second, respectively.
It is via the PWVD for the signals at the depth of 60 m.

150 200 250
Frequency 8in

Figure 3. A PWVD of the received downsweep signal at the
depth of 60 m and 54 km away from the sonrce.
The cenler frequencics of the four LFM signals are
200, 400, 600, and 800 Hz with the bandwidh of
10¢ Hz.

Figure 10 shows two wavcforms and their PWVDs,
The frequency axis denotes the range 0-512 Hz and the
time axis onc second. The waveforms arc derived apply-
ing the band-pass filter to the received signals. A finite
impulse response (FIR) filtler {17] is introduced to extract
each LFM sigoal from the rteceived signals. The lengrh
of the FIR filter ts specified by L=20 and the band
edges are 100 and 300 Hz. Consequensly, only (he signal
of center frequency 200 Hz will remain after filiering.
Although not so strong as in the simulated cases tle
waveforms show  constructive or  destructive  interference
which can be verified through their PWVDs. By examin-
ing (he PWVDs one can scc the resonance, which deve-
lops largely in magnitude bul kecps almost the same

frequency with {ime.

0.5

Amplitude

0.0 0.2 0.4 0.6 0.8 1.0

Time {sec)

(a) waveform of upsweep signal
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{b) PWVD of thc upsweep signal
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(c) wavcform of downsweep signal

40 60 g0 100
Frequency Bin

(d) PWVD of downswcep signal

Figure 10. Examples of waveform and spectrogram via the
PWVD on the reccived signals. The signals are
band-pass filtered on 100-300 Hz

By identifying cigearays [I8] ome can scc that there
exist 6 main rays of relatively small loss and they make
about 4 milliseconds difference in the arrival time over

the distance of 54 km (Table I). The 6 cigenrays make
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angles of fess than 3" from the horizontal, and they
underge up 1o two interactions with the surface or bot-
tom. The ray arriving first at the recciver undergoes only
one sarface reflection, so it is expected to have minimum
propagation loss. However, the model shows that the ray,
interacting once with the surface and bottom, may luve
minimum loss of - 77.29 dB. The loss mechanisms in-
clude traveling path dength and adenuadon in addition w
reflections. Morcover, the botom loss by reflection isell

varics with the incidence angle.

Table 1. Six cigenrays of relatively small propagation loss
over the horizontal range of 3.4 km

Time Source Receiver Level

(secy | Angle(deg) | Angleideg) | (dB) *NSRF | 'NBRF

3.644 0950 003 | 7856 | 0

3645 1590 | uss | 7729 I
[T36as | 1s9s | -usss | 7000 1

3646 2.229 202 | 7750 | 2 1
3646 | 2223 | -2226 | -79s4]| 2 2

3648 | 2865 | 2860 | 7941 2 B

(*) No. of surface relecuion
{ 1) No. of botnom reflection

Like the simulated onc the rteal signal keeps LFM
characteristics well over the range. This can be explaimed
by considening the fact that, in a shallow water, traveling
rays inevilably interact with the surface andfor bottom,
and a few of them contabute 1o the amplitude of recetved
signal. Moreover, this study employs the LFM signals so
that they have zero amplitudes at the beginning and end
of a penod. This effect reduces the problems of signal
dispersion or elongation during long-range propagation.
Gencrally, in shallow watcr, the rays asmiving fate may be
thought 10 undergo more interactions with the two imer-
faces and consequently result in more propagation loss.

By rcferring to the model input parameters in Fig. |
the fow frequency cut-off can be estimated. The approx-
imat¢ modal solution lor the Pakeris waveguide may be
tnmcated to a few modes with real propagation wavenum-
bers. The mode number M increases with increasing fr-
cquency. When the frequency is lowered, the propagation
wavenumber of a particular mode decreases. Assuming
the Pakeris waveguide the low-frequency cut-off is deter-

mined by the relation (1]

(m—0.5) ¢,

om = T - (22)
/ 2)’.?\—1' 1— (¢, fen)”

where /) is water depth, e is mode mumber, ¢, and
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¢, are sound speeds in water and sedimient, respectively.
Using the parameters in Fig. | it can be shown that (he
first mode occurs at 164 Hz and the tast at 2457 He,
ttal of 8 modes being excited below 250 Hz. The de-
structive or constructive interfetence may be alse explain-

ed by the intcractions of these modes.

V. Conclusions

Time signals are simulated using an acoustic model
that employs the Fourier synthesis scheme, To obtain real
sea data, an acoustic experiment has been performed in a
shallow sea near Pohang, Korea.

The simulated time signals suffer great interference an
range of 5 km by the interactions of neighboring rays.
The simulated signals show greae difference in amplitude
distributions by the variation of SSP. Although there is
constructive or destructive interference the received sign-
als kecp LFM characteristics. This property is thought to
be caused by a few rays of small loss which contribute

to the received signals in a shallow water environment.
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