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Modeling and Performance Analysis of Queueing Mechanisms for
Batcher Sorter-based ATM Switches

ByoungSeob Park'- CheolSu Lim™-

ABSTRACT

We propose an analviical modeling scheme and present a performance analvsis of switching structure in the
Batcher-hanvan networks with internal speedup.  Each queueing scheme in analvzed under different traffic distributions,
In the Batcher banvan networks with higher switching speedup. the performance of buffering techniques witch is
dependant upon input and output traffic distributions affects the performance of total switching system. Therefore, we
investigate queueing schemes for several Batcher-banyan networks using our proposed analvtical modeling techniques,

and address hoth input traffic and associated quevemg performance issues using queueing scheme.

1. introduction ective switching fabric and to provide high ban
-dwidth services for users. In realizing a B-

As ATM(Asynchronous Transfer Mode} switc ISDIN services using ATM switches. the general
hes have emerged as a core technique for high s physical connection between input and output
peed packet switching in the B-ISDN(Broad- ports within the switch fabric can be implemen
band-1SDN). numerous ATM switching architec -ted through a time or space-division methodol
-tures have been proposed {1-2]. The major go -ogy. First. the use of a physical resource is
-als of ATM switches are to implement cost-eff multiplexed among several input-output connec

-tions. based on discrete slots. Among various
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hing fabrics because of s ability of

self reuting
and internal nonblocking capability (37, Batcher
banvan switching scheme delivers exactly one
packet per time slet to cach outlet requested by
one of the winner inlets,

Recently, it has been demonstrated that mo-
derate switeh speedup. in conjunction with
paraifel hanvan and appropriate queueing sch-
eme. provides a remarkable throughput-delay
characteristic {4). However. the acceleration of
the entire switch fabric is still considered to
be undesirable since switching fabrie with input
queueing. in spite of their simplicity. have a
limited threughput by HOL(Head  Of-Linet blo-
cking. Switches with output queueing provide
optimal throughput-delay performance, but they
require the speedup of switching operation in
order t¢ transmit packets arriving on all inlets
into their corresponding output buffers within
one time slot. For an NxXN switch, the internal
fabric has to operate N times faster than the
[/O trunks. However, for sufficiently large N,
such a full speedup can not be achieved for ATM
switches In this regard, the switching fabrics
with partial speedup are emerging {4-6). In
order to achieve partial speedup, most of this
awitches employvee K-parallel banvan or serial
connection structure of banyans. Accordingly.
the output ports of these switches take a form
of multiple cutlets {7). and output buffering.
In the switches with multiple ocutlets, the perf
ormance of the switehing system such as through
put and latency time affects the entire system
performance. and is closely coupled with the
traffic distribution that is the packet arrival
rate at each output link destined for a given
autlet.

Most of current studies for the performance
of Batcher-banyan networks have been mainly
focused on the analysis of buffering scheme
under random and uniform traffic(8-9). However,
the assumption of uncorrelated destination is

not so realistic all the time. Some works dedl
with the performance of the switch queueing
with possibly correlated arrivals app-earing in
ATM services [4.8]. but they analyzed the per
formance through a simulation method only.
Also. while the general studies on switch arch-
itectures and queueing schemes have been car-
ried out. unly a few specific rescarches on the
input and output traffic distribution that is ti-
ghtly related to the performance of the queue
-ing scheme have seldom carried out. In this
paper, we propose analytical models for various
buffering techniques under uniform and bursty
traffic patterns. Furthermore. we attempt to
capture the major properties of traffic in vari-
ous gueueing schemes of the Batcher-banvan
networks based on our propesed analytic model
-ing.

The organization of the rest is as follows:
Section 2 conveys the overview of the Batcher
-banyan switches and queueing schemes. In
Section 3, we discuss the traffic distribution.
Section 4 analyzed buffering schemes for each
Batcher-banvan network under uniform and
bursty traffic patterns. Finally Section 5 carr-
les some concluding remarks.

2. Batcher-banyan Networks

One of the drawbacks of the ordinary banvan
network is that they are internally blocking in
the sense that two packets destined for two dif
—ferent outlets may be collided at one of the in
termediate switching elements. However, if pac
—kets are sorted based on destination address
in advance and then routed through the banyan
network. the internal blocking problem can be
resolved. This is the basic idea behind the Bat
~cher~banyan network (1), It consists of a Ba
-tcher network(Batcher-sorter) which sorts the
packets according to their destination address,
followed by a shuffle exchange network and a ba
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{Fig. 1) An example of output contention in the Batcher-banvan

nyan network which routes the packets. How
aver, as is shown in Figure 1. the Batcher-bany
an network does not contribute to any improve
ment in throughput when multiple requests are
destined for the same outlet.

2.1 The Starlite switch

Figure 2 illustrates the simpie switch model
with speedup K and shared-output queue. The
Starlite switch [10] is the first ease of implem
-entation which employs the Batcher-banvan
self~routing structure. It can be obtained by
the general (N+P)x(N+P) (P=number of rec-
irculation queue input)? switch structure with
mixed shared-output queueing shown in Figure
2. by assuming K=1. In particuiar. the Starlite
has both input and output gueue, but we con-
sider only shared-output queue for consistency
of analysis. To overcome the output contention
problem. the Starlite approach use a trap net-
work between the sort and banyan network
which detecis packet with the same destination
addressed at the output of sorting network. If
multiple packets are destined for the same out
put port, the extra packets are injected into
the sorting network again on the next switch

cycle through recirculation huffer size is PxP.

2.2 The Sunshine switch

The Sunshine {5). like the Starlite, also uses
a Batcher-banyan combination to make the swi
tch nonblocking, and a recirculation mechanism
to reduce the packet loss rate. However., one
distinctive feature of the Sunshine switch design
is that K-multiple banvan networks are used
in parallel to transmit at most K packets to the
same outlet, Thus, the K-multiple banyan is
employed to decrease the packet recirculation
rate, and to achieve a certain degree of output
buffering. In Figure 2, if the K is not equal to
1. this switch structure becomes that Sunshine,
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{Fig_ 2} The switch archifecture with speedup K

23 The FBSF switch

The FESF(Fat Banyan Switching Fabric) (6.
121 switch is a fast packet switching network
with output buffering. Unlike the Sunshine swi
-tch with multiple outlets, where K-parallel
banyan networks are used to deliver more than
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ane packet to cach outlet. the FBSE switch uses
ondy two FAB(IFat Banvan) networks 1) resu
[ting In 2 speedup of 2K,

Ax s shown in Figure 3. the FBSFE consists
of a sorting network. packet distributors(i)y),
two FAB networks, and output queue, The FAB
network is & unified design approach based on
the full utilization of switch bandwidth in a dil
-ated banvan metwork. Dilation network {11]
comprises the switching clements with constant
link dilation and achieves enough throughput.
In FAB network. each port of a switching elem
ent has multiple input and output links.

Aadin-K
stuffle netwark

Qe

Borting
Network

(Fig. 3) The FBSF switch architecture with speedup 2K

Moreover, the number of input and output
links per port may not be equal. such an SE is
called Fat SE(FSE). In FAB architecture. the
number of input and output links would erow
in the first few stages. However, in the remain
ing stages., the number of links would remain
fixed or even decreased. This is based on the
observation that in multibuffered-banyan net-
works, performance improvement has been achiev-
ed for buffer sizes up to four. In the FBSF swi-
tch, if more than 2K packets are destined for
the same outlet, the packet distributor randomly
selects ZK packets for delivery. and rejected
packets should rvetry in the next time slot. The
packet selection scheme is deactivates the pac-
ket at higher input port among input ports that
have the same destination addresses.

3. Classificatipn of Traffic Patterns

3.1 Uniform Traffic Distribution

Faor the uniform traffic. we maodel the packet
arrival patterns for the N inlets based on inde
-pendent and identical Bernoulli processes [3].
That is. in any given time slot. the probability
that @ packet would arrive on a specific input
is pl0<p=1}. The p also corresponds to the in
-put traffic load #.

3.2 Bursty Traffic Distribution

In a bursty traffic type. the traffic of cach
input is characterized by bursty packet arrivals.
Here the packet arrivals consist of bursts to di
-fferent destinations. Within each burst. packets
with a common destination arrive continuously
in a stream. Such traffic can be modeled as a
discrete-time ON-OFF Markov chain [9). as is
shown in Figure 4,

Ton Toff

T f

Active period|  Active period

= To an input

idle period

(Fig. 4) ON-OFF model for packet arrivals

The durations of an active and idle states
are both geometrically distributed with parame
-ters @ and A, respectively. We assume that
there is at least one packet in each active bu-
rst and each burst length is statistically inde-
pendent. The probability that active period
lasts for a duration of 7 time slot iz then A{i)
=¢(1-¢)""(iz1). The probability that idle pe
-riod lasts for j time slot is B(j)=4(1-3)(=
0). Unlike the duration of an active period, the
duration of an idle period can be 0. Given ¢«
and . the mean burst length E{B). the mean
idle(separation) time E(I], and the normalized
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4. Performance Analysis

4.1 Performance under Uniform Traffic

{1) Analysis of Output Queueing

Under the independent and uniferm input tra
-ffic, every outlet should have the same distrib
-ution for queue length. To analyze the perfor-
mance of output queueing, we adopt the FBSEF
switch model with speedup 2K. The basic assu-
mptions and definitions associated with the FB
SF switch are in (6.12). For simplicity. we cho
-gse the unit of time to be the iength of a time
slot, and assume inlinite output buffer space.
Consider a tagged output port f. Defining the
random variable A as the number of packet ar
—rivals destined for the tagged outlet in a given

time slot. We have

a,=PrlA=k]=( ]Z)(%)&(l_ —1%)M£~

as N — o it become

k =
@, =PrlA=kl=—t0F— k=01 3

where o is the offered input load. Let A
denote the total number of packets in the
tagged queue at the end of tth time slot and
o MY denote the value of M during the
t-th time slot. Also. let (M) be the number
of packets served in the given time slot. Since
the maximum number of packet served in the
given time slot are one, we have g(M)=

minil, M). Hence, the two random variables,

AT S T Poshet each sthion byt
equation

Mi=M| "~ M+ $ou (MY (4)
AL [irst. to evaluate the throughput and
waiting time. we obtain the moment generating
function £ 4 (2) of M. It Is easily verified
that there is no correlation between M and
M as N — oo Consequently. the moment

generation function is given by

Define @, =Pr[ ¢ox(M=m] for m = 0.1,
... 2K. since the number of packeis arriving at
tageed output can not exceed 2K, It is self~ev
ident that. w@w,= @, lorm = 0. 1. .. 2K-1

e |
and @way=1- El_ a, form = 2K. As a cons
W =r

cquence, B 27" - 2 ﬁ(lam( z 2" In
equilibrium, the outpul trunk has the same idle
probability. e PyIM — () = 1-p. Thus, we
obtain
B pras .,
(1~ P)(Z“l)(z‘hm %['um( z z2™N
o

T
2K g kN « i
2 2 S: a2 —2"

pp e [

gufa)= (6}
Differentiating (6) with vespect to z. and
sefting z = 1., we get g'ull). Now. we can
calculate  the average queue length E(LI
Since the mean number of packets in services
is ¢ = phlwhere, b is the service time}. the
average queue length is given by

E(L} = & y(D—0p (7
By Little’s formuia in (3], we obtain the
average waiting time as

EIWY = ElLl/p= & »(1)/o—1 (8)
Since the service rate of cutput queue ig p=l.
the maximum throughput can be determined by

fixing o= .

(2)  Analysis of Shared-output Queueing

For the case of K = 1. the analysis for



shared output equal to that of
Starlite.

packet

gueueing s

Because of the statistical features of
arrivals, more efficient utilization is
possible by assigning PK(in this case. K = 1)
buffer location when they are shared by all
Letting Q' :

destined for

the number of packets
j at the end of

outlets.

outlets buffer
t-thtime slot. then 2‘62 ! is the total number

of packets In the shared queue at the end of
the ¢th time slot. If ¢ (M) is the number

of packets addressed to output 7 that arrive
during the t-th slot. then

Qi=max{0,Q{ '+ ¢;(M)H-1} (9)
For the generalized K. we can consider the an-
alysis for the shared-output gueueing if the sa
-me as that of the Sunshine. I we use the sa-
me definitions and assumptions as the ones for
output gueueing, we get the moment generating
function as follows:

gu(2)=E 2" =El 2] B 2 * Y]

(10)

Letting @ ,=Pr[ ¢ x(M)=m] for m = 0.1,

b}
K1 and wgp=1- KZ‘?am for m = K,
me= iy

Consequently. we can obtain values f{or the

performance measures. such as throughput.

(3] Numerical results under uniform traffic

Figure 5 through 8 show the analytic results
obtained by applying the above queueing scheme
to three different switch architectures: FBSF,
Sunshine and Starlite. The Batcher-banyan net
-works with K-multiple outlets have speedup
K. In particular, the speedup of the FBSF swit
~ch with output queueing is 2K. Results of nu-
merical analysis for each switch are summarized
in Table 1, where switch and buffer size is infi
-nity{or inf.}. For the offered load ¢, through-
put and switching latency(waiting time) for the
output buffered-FBSF switch are shown in Fi-
gure 5 and Figure 6. Figure 5 shows the maxi-
mum throughput of the FBSF switch with out-
put queueing when the offered traffic load var-
les from 0.0 to 1.0. The maximum throughput
is close to 1.0, in the case that K = 2,
the full load of o =1.0. In Figure 6, the average

under

packet waiting time for K = 2, 4. 8 is plotted

. K then w,= a,. for m = (

P

versus the offered load o.

{Table 1> Summary of the numerical results for each switch(uniform traffic)

Note that all the

Load FBSF Sunshine Starlite
Grouping Size(radix-K) K=2 | K=4 | K=8 | K=2 | K=4 | K=8 K=1
02 [077 [085 091 074 |079 |0.862 | 0.6l
04 087 (095 |0.96 [0.801 [0921 {0956 | 0.66
Miax, Throughput 06 094 {098 [0991 083 |0922 /0982 | 0.69
08 [098 (099 |=10]08861096 =10j 070
10 099 | =10 | =1.0 | 091 |0872 | =10 | 071
02 014 1018 |0.18 |0.16 |024 |028 0.13
04 1022 1038 1042 [027 (058 |092 0.17
Ave. Waiting Ti 0.6 049 |062 [098 059 |[1.12 |248 0.24
ve. Waiting Time 08 |1.56 |268 |336 |1.86 |328 |576 | 165
09 402 [522 |644 [472 [652 (1144 | 413
1.0 =inf. | =inf. | =inf. | =inf. | =inf. | =inf. | =inf.
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Starlite

average waiting times E{W) are below the 2 time
slots when 05 p <0.65.
in Figure 7, the maximum throughput of

shared-queueing schemes varies according to

Gifered Load

(Fig. 8) The average waiting time of the Sunshine and
Starlite

offered load. Next. Figure 8 shows that the
number of outlets K affects the performance of

output gueue,
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42 Perfiormarce under Bursty Traffic

In the case of bursty traflic, we analyze the
switch architecture with speed.up K for the
i th

number of packet arrivals destined for output f

outlet. For inlinile gqueuc. let the total

in ¢ th time slot be BY. Then, we obtain

Bl=B {1+ B2+ + BIN) (11)
where Bi'(m) is the number of arriving packets
from input m destined for that particular outlet §
al the beginning of time slot {. and N is netw-
ovk size. Therelore. the random variable B/
m){(12m=N) is assumed to have independent
and 1dentical distribution, For analysis, we will
use the following definitions:

stk) = Priburst-size = k)

Ag = Prlthere is a bulk arrival)

E{S] = the average of s(k)

2 . . . .
s = Var(s) is variance of burst size

p = AnE{8) is traffic load density
With the assumption of the burst arrivals each
input in a time slot, we have

N&l A

(1_ i B)+ . b= 0.
b= Prl B m)y= k] =

g
“f\TS(k)' k().

(12)
In (12}, for the case of k=0, the first equation

denotes the probability of no burst arrival in
input m. 1-4Ax plus the probability that there
hut the burst
destined for the given outlet i, For the k=0.

18 a burst arrival, is not

bx is simply the probability that there is a

burst arrival at input m destined for the
outlet /. Thus, the moment generating function

for B'm) is as follows:

Ap
N

B imN2)=1— +-%,§~3(z) (13)

Since B: is the sum of i.i.d. Bi'{m}. we have

Bi2)=[1- A, ’{”S( )]A (14}
i N N V2 :
At first, by evaluating the average queue

length and waiting time under bursty traffic.

we can obtain gg as follows:

g =B 2" )= z"""]- g2 """
(15)

While the FBSF switch can transmit 2K packets
to the particular outlet and the Sunshine can
deliver up to K packets to the given outlet. the
Starlite switch can transmit only one packet to
the given outlet. Thus, let w; = Pr(8a(B)
iTforj =0 1. .. ss =1 K 2K). wj = b for

(Table 2> Summary of the numerical results for each switch{bursty traffic)

Load | FBSF| Sunshir| Starlite
Grouping Size(radix-4) K=4 | K=4 K=1
02 I 082] 0.68 0.48
04 | 086 072 | 052
Max. Throughput 06 1. 1083 ] 057
: 0.8 | 096 0862] 059
1.0-] 098] 088 1 064
0.2 0.18 || 0.19 0.58
0.4 021 024 0.64
. 0.6 2.2 2.81 4.2
Avg. Waiting Time 0.8 78 9 0.1
09 {174 | 18.1 ~inf.
1.0 | =inf. | =inf. =inf.
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{Fig. 9) Throughput vs. Offered load {under bursty traffic)

=01 . sl and w.~1 20 b, for j=
=

5. Consecquently. we can obtain average gueue

length, E[ z 2P = 27— E“ b 2= 2’) and

g (1) using b, instead of an in equation (6),

(1) Numerical results under bursty traffic

The following graphs and Table 2 illustrate
the numerical results of performance analysis
for the Batcher-banvan network with multiple
For N
average burst length K(B]=10, Separation(idle}
E{I}=20. and K=4{K=1. in Starlite}, the thro

-ughput and average waiting time are shown

outlets under hursty traffic. = o0,

in Figure 9 and Figure 10. [Figure 9 plotts the
relationship between throughput and the offered
load when K=4, Figure 10 shows that the FBES
Foswitch iy better. and that ¢ the Sunshine
employving the shared-output queueing follows.
Thus, our analytical vesults indicate that the
throughput under bursty traffic is lower than
those under uniform traffic as is depicted by
Figure 5 and Figure 7. This is mainly due to
the fact that bursty traffic condition makes it

likely that the next packet has the same output

il T : T T
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{Fig. 10) Waiting fime vs. Offered load {under bursty traffic)

address. However, we can perceive that the
performance of the FBSEF switch is hardly affec-
ted the traffic patterns. Figure 10 shows the
packet latency and all the values are within 2

units of time slot when 2 20.45.

5. Conclusions

We have go far analyzed the performance of
the Batcher-banvan networks with maultiple out
-lets for the various input traffic patterns. For
the analysis and the evaluation of ATM switch
architectures, we have built analytic model for

the switch performance under various queueing

schemes. Moreover, we have examined the tral

-fie distribution according to the number of out
-lets K. The switching networks with internal
speedup used for analysis are the FBSF, the
Sunshine. and the Starlite switch, The numeri
cal analyses have shown that the FBSF switch
has the best throughput in a high degree of no

-nuniferm traffic distribution. Since our proposed

FBSE switch architecture with internal speedup

can support the various input traffic patterns.
1t is appropriate for the future B-ISDN applica
-tions that require high bandwidths.
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