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BSS: Batcher’'s sorter with simpler interconnections and its
applications for ATM switching

Jae-Dong Lee'

ABSTRACT

This paper presents the design of a Batcher's sorter with simpler interconnections between levels and its applications
for ATM switching systems. Many ATM switches use the Batcher's sorter in order for simplifying the design of an
arbitration circuit structure and a router. A parity strategy which leads to the algorithm CONSTRUCT-BSS is
introduced. For simplifying inter-level wiring, N/2 even parity keys travel straight through the sorter. As a result, the
proposed interconnection scheme simplifies the inter-level wiring through the Batcher’s sorter and outperforms the
perfect-shuffle interconnection scheme both in terms of cost and delay. The layout of this proposed sorter on a printed
cireuit board or a VLSI chip may be simpler since half of the routes are straight lines.

1. Introduction

Asynchronous transfer mode(ATM) is the
transport technique for the broadband ISDN
recommended by CCITT{1]). Many switches

% This work was supported in part by DanKook University.
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have been proposed tc accommodate the ATM,
which requires fast packet switching (7.8,11).
A variety of switching fabries have been
proposed to implement an ATM switch, most of
which are based on Banyan-type fabrics(2.5.
6,7]. The Banyan networks that are based on
muiti-stage interconnection networks have
features such as self-routing capabilities, cost-



cffectivencss. low-delay and suitable for VISI

implementation(71. These features have made
Banyvan networks a  suitable candidate for
implementing  ATM  switches. But Banyan
networks are the internally blocking networks.
In order to prevent the Banyan network from
the  nternal  blocking a  sorter(or sorting
network! is used. The most [requently used
sorter is the Batcher’s sorter{d.5.10].

As shown in Figure 1. a sorter is used 1o
sort the cells which are transported to the
output ports through a router in ATM
switching systems. The Batcher’s sorter which
supports {ast sorting capabilities and solves
communication problems was Introduced in
1968 13.14). Many ATM switches such as
Starlite. Moonshine., SXmin and Sunshine uge
the Batcher’s sorter which can be applied to
simplify the design of an arbitration circuit
structure and a router, The Sunshine network
{6.11] shown in Figure 2 is an example of a
Batcher-banyan  network. Here. a trap
considers the sorted cells and the second
sorter separates the winners from the losers
and sorts the losers by priority. A selector
routes the highest-priority losers to the
recirculation ports and passes the winners to
the banyan network. A sorting circuit is used
to sort the cells by destination address.

One difficulty in the design of an ATM
switch based on Batcher-banvan configuration
is the interconnection of the larger number of
comparators{or switching elements) and links

in order to accommodate the required cells

transfers(3-6.14). Batcher-banyan networks of

significant size are physically limited by the
possible circuit density and number of I/O pins
of the integrated circuit. To interconnect the
large number of comparators and links on the
circuit board, interconnection complexity is an
important factor for the circuit board
design(2.5].

Sorter . Router

i}

.
e

(Fig. 1) A Sorter-router ATM Switching System

The  Batcher’'s  Sorter  with  Simpler
interconnections(BS8) will be presented here.
The order of the comparators in each level can
be arranged such that the inter-level wiring is
simplified. For this purpese, the parity
strategy is applied which results in straight
network wires connecting the N/2 even-parity
keys. The layout of this proposed sorter on a
printed circuit board or a VLSI chip may be
simpler since half of the routes are straighs
lines. Furthermore, compared with the perfect
~shuffle interconnection scheme. a performance
improvement is achieved by reducing the cost
and time(or delay) by approximately one half.
Throughout this paper. the terms a sorter and
a (sorting) network, time and delay will be
used interchangeably.

The remaining of this paper is organized as
follows. Section 2 describes the basic descrip
tion of the Batcher’s sorter. Section 3 describes
the basic approach for designing the Batcher's
sorter with simpler interconnections, discusses
the topology rules, introduces the algorithm
CONSTRUCT-BSS which shows the interconn-
ections scheme between stages and shows some
examples. Section 4 shows the performance of
the proposed sorter in terms of cost and delay,
Section 5 presents the applications of the
proposed sorter. Finally. section 6 states some

conclusions.

2. Batcher’s sorter

This section describes basic definitions
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X'=min{x.y) X'=max(x.y)
X X
+ _
y y
y'=max{x.y) y'=min(x.y)
(a) itncreasing comparator (b) Decreasing comparator
(Fig. 3) A simple 2x2 comparator type.
which are used in this paper. The key such that xp=x = . XK T 2 XA
component of the Batcher’s sorter is a Note that any /-sequence is an A-sequence.

comparison-exchange element (or a comparator.
for short)., as shown in Figure 3. Two Input
kevs, x and y. are compared and output in
ascending order with minf{x.y} output to x',

and max(x,y) output to v for a decreasing

comparator x’ maxix. ¥y} and ¥ minfx y}.

Throughout this paper. the uppercase letter N
lowercase letter %

denctes a power of two,

denotes logN and all logarithms are base two.

An  ascending sequence. represented as
/~gpquence. is a non-decreasing sequence  of
kevs lxgx7.x0........%v1} such that xp=sxr=... .
<xy,; A descending sequence. represented as
‘~sequence, is a non-increasing sequence of
keys {xo.x;.x2........ xv-11 such that xe=xi=......
>xyv; Note that a single key, x. is both an
/-sequence and a \-~sequence.

An ascending-descending sequence f(or A
-sequence)  is an  /-sequence follow by a

\-sequence of key. {x0.X7.X2.... . X0 Xieri.. .. Xn-0h

Similarly., a descending-asconding sequence (or

V-sequence) is a ‘~sequence followed by an
/-gequence.

A bitonic sequence 1s a sequence of keys

Uxnxn, .0 xy ;1 with the property that (al
there exists an index {. 0={=N-1, such that xo
XS SxiZxie2... 2% or (b)) there

exists a cvelic shift of Indices so that {(a) is
satisfied.

517

{6 23 9}

sequence since the sequence {02 35 7 9) may

For example, is a bitonic

be defined as the /-sequence and { null } as
the ‘\~sequence. The sequence (U 1 35 9806
4 2} 1s also a bitonic sequence, because it first
increases and then decreases. Similarly. {3 5 7
9 & 6 1 0 20 is another
because it is a cyclic shift of 02357 988
1}. However. the sequence {0 2 376 4 8 5 1}
is not a bitonic sequence since this sequence
the

Notice also that. any sequence of three or less

bitonic sequence,

cannot bhe an A-sequence by rotation.
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bitonic and any subscquence

Kove s
bitonic sequence is also bitonic,

Ratcher's

The definition of a merger is a
comparison network which accepts a bitonic
sequence  as  input  and produces a  sorted

sequence as output. A simple 2 x 2 comparator
ix the smallest Batcher's merger. Figure 4
shows the Batcher's mergers for 4 keys and 8
kevs, respectively. The Batcher’s sorter which
arbitrary sequence ig constructed

SOrLs an

from a scries of the Batcher's mergers. Figure

of a

sequence inte a sorted sequence in  the
Batcher’s sorter,

Theorem 1: Let X=lxsx;. . ...xyv; Dbe
bitenic. If  B=ilbo..... bhi...... busit  where
bi=min{xixxe)  and  C={co...... Ciooo o one2)
where o =max(x;ixve.-;) for 0=i<N/2-1, then
(1) both B and ¢ are bitonic and {2) max
{bo.by.. ... byt =minlep.ci..... .. enz), (See [3))

3. Batcher’s sorter with simpler interconnections

5 shows the Batcher’s sorter for 8 keys. The
following theorem gives us a rule which 1s an In this section. the Batcher's sorter with
essential  method to rearrange a bitonic simpler interconnections (BSS) is presented.
)(ﬂ +
XS
e X,
’ + + ’ +
X, ——— v, y
xd
+
2 4 + YE xﬁ
3 Y3 Xﬁ
(a) *; i
--- boxes show bitonic mergers for 4 keys
h)
{Fig. 4) Batcher's merger for (a) 4 keys and (b) 8 keys
1 o+ + + + + + [
— X=X N\ X
1 - + + + + + [
1 o+ - - + + + [
] >< \ / \\ >< —
- - - + + +
Stage 1 | Stage 2 [ Stage 3 1

(Fig. 5) A Batcher's sorter for 8 keys.



3.1 The basic approach

The basic idea employed here is that if N/2
even-parity keys are wired straight through
the sorter. then only N/2 udd-parity keys are
considered for inter-level wiring. This scheme
leads 1o the algorithm CONSTRUCT-BSS to
the
parity-strategy which leads to the algorithm
CONSTRUCT-BSS is illustrated.

Parity Strategy : Let the parity of a key
of 1-bits

construct 335, In the {foliowing, the

be defined by the number in its

number: if the index has an even number of
1-bits then the key has even-parity f{e.g..
0161): if the index has an odd number of
I-bits then the key has odd-parity (e.g.

1011). Note that in each paring of the keys

during the bitonic sorting each comparator

compares an even-parity key with an odd-

parity key. The inter-level wiring is simplified
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thiretigh  the  sorler aid just wire the N2

odd-parity keys through the sorter.

3.2 Batcher's merger with simpler interconnections
This section describes the connectivities of
the inferconnection paths between comparators

using a set of mathematical rules. called

topology rules. derived from the structure

definition of the network. A physical name is
link.
stage. level) for identifying its relative location

given to each component (comparator,

in the network.

A Batcher’s Merger with Simpler
interconnections(BMS) accepts a  bitonie
sequence as input and produces a sorted

sequence as output. There are logN(=k) levels
of comparators and logN+] levels of links
including the merge link. The BMS for 16 keys

is illustrated in Figure 6. where thick lines

by letting N/2 even-parity keys wire straight show the even-parity keys which travel
Link level —_— 3 2 1 0

0000 0000 0000 0000 0000
000 006 000 000

0001 0001 0001 0001 0001

»

0010 3 -QQLQ\} [ 0010
001 \\ /[ 001 001 001

001 0011 0011 0011 oo

0100 10100 12100 0100

o 010 010 |0, 010 {0\ / ot v

0110 0110 / \ (1110 0116
011 011 ) 1/ \ 011 \ 011

0111 ] » 0117

j : 1000 1

1600 ; / 000\ / 1600
: 100 100 . 100 100

1001 ¥ 180 / o0 >< 1001

. /XY\ 1670 \ / i010 100
101 101 101 101

1011 1011 J1011/ N S— ; 1011

160 11

1o noo] \ 119 Q0 1100

110 110 110 110
1

1101 110t ”017 1o >< Y

1110 ; , 1110 1110 1110 1110
H H 111 111 111 111

ARER AR 1111 $111 s

l level 3 fevel 2 level 1 level 0
| Stage 4 ]

Merge Link

(Fig. 6Y A BMS with name presentation for 16 keys.



straight through the network.

The physical names are assigned as follows.
The levels of comparators are labeled in a
sequence from {k-1) to 0 with 0 for the output
level and (k1) for the input level. Similarly.
the levels of links are labeled in a sequence
from (4-1) to { excluding the merge link level,
In each level, cach comparator is indexed by a
codeword of (k1) binary bits. b beo. ... by,
which iz the binary representation of its
tocation in the level. Each link in each level is

indexed by a codeword of k binary bits. by,

br-z. ... b1 by, which is coded according to the
following scheme. The first (k - 1) leftmost
bits, bii, bis. ..., b are the same as the

binary representation of the comparator to
which the link is connected to one of the two
output kevs of the comparater: the last bit, .
is equal to 0 if the link is connected to an
upper key of the comparator and bo is equal to
1 if the link is connected to a lower key (see
Figure 6). Throughout the rest of this paper.
the binary representation of physical names of
a comparator in level / and a link in level
are written as (be1. bra. ... b1) and {hp1, by
<. b1 bo}i, respectively.

The following topology rules of the BMS
describe the connectivities of the intercon-
nection paths between comparators. The
procedure CONNECT-LEVEL illustrates the
interconnection pattern between level d and
level {(d~1) in a stage and the procedure
MERGE-STAGE
interconnection pattern between the column i

describes the merge

of stage and the column (7/+1) of stage,+:. The
FPARITY takes the binary

representation of the physical names of a

function

comparator in level 7 as an input and returns
1 for an odd-parity comparator and return 0
for an even-parity comparator. The function

C? describe the interconnections by mapping

a comparator in level { to two comparatoers in
level (i1). The function M? describe the
interconnections for a merge between stages by
mapping a comparator in the output column !
of stage to two comparators in the input

column {(i+1) of stager+1. one key per link. 7bz

and 27 represents the complements of the b

and p, respectively.

CONNECT-LEVEL(d)

For all comparators (bi-1, brz, ..., b)) = (0, 0,
., 0 to (1, 1. ..., 1} in parallel.

1 Obtain the parity value @ p < FPARITY

(Che, bea, ..., gl

2 CHh (b1, b, .. ba) = (bt bra. ...
br)ai. for link (be1, bea, ..., biba
3 C?ﬂ ((bi-1, bz, ..., B)g) =

(bg-1, ..., ba. Bar, ..., bida  if 2 S d<{ k
for link (Be-1, Bg-a. ..., b1, pla
(bx-1. b2, ... Bai

for link (be-1. Br-2, ..., by, E)«j

ifd=1

CONNECT-LEVEL illustrates how intercon-
nection paths are established for all compara
tors to simplify inter-level wiring in a stage
(see Figure 6). The parity value (0 or 1) of
each comparator in level d is obtained in line
1. A straight link connection between the
comparator of level d and the comparator of
level (d-1) is illustrated in line 2. A
non-straight connection between two levels is
illustrated in line 3.

MERGE-STAGE(n)
For all comparators (b, bro, ..., DI} = (0,
0, ... 0 to (1.1, ..., 1) in parallel.
1 Obtain the column number : ; < 27! + ¢
=1 for 1 < j < -A&ELD

2 Obtain the parity wvalue @ p <«
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FRARITY Dhe o puco o Byl

3 MIUbeo bevo o bidd = (b bies
bidivi, for link (be1. b2, ... biph

4 ng{(bh 1obres o bili) T Abeay bres, o
bi)i+1, for link (bgi, bygen, ..., b1 £);

MERGE-STAGE
connecticns are established between two stages

illustrates  how  merge

(see Figure 7). It cbtains the column number f
which is the last comparator level of stage at
line 1. The parity value is obtained using the
function FPARITY st line 2. Line 3 and 4
determine the straight link connection and the
non-straight link connection. respectively.

3.3 The Construction of a BSS

In this section, the Batcher's sorter with
simpler interconnections {(BS8) is considered.
in which the inter-level wiring is simplified by
letting the even-parity keys are wired straight
through the sorter.

Setting comparator type

The procedure COMPARATOR-TYPE uses
two flags (OFLAGus and EFLAG.s) to determine
each comparator type at each level. A
comparator acts as an increasing comparator if
it is set to 0 from COMPARATOR-TYPE (ie..
TYPE.s = (), while it acts as a decreasing
comparator if it is set to 1. CID is the
comparator ID. The function CPARITY takes
CID as an input and returns 1 if CID has an
odd-parity (or 0 for an even-parity). EIDXq
and OIDX.s are used to set EFLAGus. in which
EiDXes represents an incoming even-parity key
index and OIDXys represents an incoming
odd-parity key index. The procedure CTYPE is
used to determine the {inal comparator type.

COMPARATOR-TYPE (d. r)

Global OIDXug, EIDXee, OFLAGu:, EFLAGeq,
TYPE.q © integer

For all comparators In parallel.

O Crsabs] Raicher O] MBI IE ATM I8 A ARHIM 2 B8 1773

TR IER I
2 then OFLAG; « 1
else OFLAGuw 0
if d = 0

then Set TYPE. s «— OFLAGus

- Ondd numbe

A L

6 E‘lse if (EIDde' ) O]DX(M)
7 then EFLAG; < 1

8 else EFLAG.: < 0

9 itd=r-1

10 then (et the index difference © Diff
— |EIDXuys < OIDXusl + 27

1! else Get the index difference @ Diff —
| BIDXea < OIDXeil

12 Obtain the parity value ° p <
CPARITY{CID)

13 if OFLAG.y = EFLAGug

14 then TYPE~: < CTYPE(DIff. 4. p)

15 else TYPEws < CTYPE(DIff. d. £)

The procedure works as follows, Lines 1-3
initially set OFLAG.s based on the parameter
r. The last comparator level of each stage is
checked at line 4. If it is the last level then
each comparator type is set depending on
OFLAGus at line 5 {(OFLAGeus 0 = an
increasing comparator), Otherwise, the indicies
of two incoming keys (an even-parity key and
an odd-parity key) are used to determine each
comparator type in lines 6-15. During these
steps. the procedure CTYPE is called to
determine the finalt comparator type. which
returns O for an increasing comparator or 1 for
a decreasing comparator in line 13-15.

Having defined these procedures. the algorithm
CONSTRUCT-BSS  which
Batcher's sorter with simpler interconnections
(BSS) for N(=29 keys proceeds as follows:

Algorithm CONSTRUCT-BSS

Input © Unsorted N(=2% keys with N/2
comparators.

constructs the
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Output - Batcher's sorter with simpler

interconnection description.

1w logh (= k) do

1 fer r -

2 for 4 = r - 1 downto U do

3 Perform  COMPARATOR-TYPE(d.
r) 1o set each comparator type,

4 if rs= 1

then Perform CONNECT-LEVEL
(d}) to establish links between
levels.

6 Perform MERGE-STAGE(r) to establish
merge links between stages.

[Wbe}

CONS’FRUCT—BSS shows how to construct
the BSS. Lines 1-2 show that the BSS is
composed of k(k+1)/2 comparator levels. Line
3 sets each comparator type in each level.
Line 4 checks whether it is the first level of
the first stage {see Figure 7). If it is the first
level of the first stage then it only requires
the merge link at line 6.

The following theorem shows that the
considered BSS sorts N keys correctly.

Theorem 2 : A list of N{=2% unsorted keys
can be sorted using a BSS of 2°(k” + k)
comparators in O(log’ N} time.

Proof : A BMS takes a bitonic sequence and
transforms it into a sorted sequence. Sorting
N keys in this sorter proceeds in logh stages
{i.e.. iterations of the outer for-loop). At the
first stage, the keys are divided into N/2
bitonic sequences of size 2 in which one kev is
an even-parity key and the other one is an
odd-parity key. After a single compare-
exchange step, the pairs are sorted iteratively
ascendingly and descendingly (see stage 1 of
Figure 7). Hence, all sequences of size 2" keys
are bitonic as a result of the first stage. If a
bitonic sequence of size 2' is sorted into
ascending order. while an adjacent sequence of
size 2 is sorted into decreasing order. then

after 7 compare-exchange steps the resulting

+1 . . .
is a bitonic seguence.

sequence of size 2
lience, the output of each level in the BSS is
a concatenation of bitonic sequences that are
twice as long as those at the input. By
merging larger and larger bitonic sequences, a
sorted sequence of size 2% is obtained.

Given N(=2% unsorted keys, the sorter is
obtained by interconnecting logN stage of
levels, {stagei, stages. ..., stagex). through the
interconnection scheme described above. The
stage; consist of 7 comparator levels and each
level contains 2" comparators for a total of

2%(k* 4+ k) comparators. Each path goes
through —’E(%'Jl levels. Note that k(k+1)/2 =

logN{logN+1)/2. Therefore, the time complexity
is O(log’N) since each level is performed in
parallel with constant time. [

The BSBs for 8§ and 16 keys are shown in
Figures 7 and 8, respectively. Thick lines show
that N/2 kven-parity keys are wired straight
through the sorter. Merge-link level (Merge 1)
shows the interconnection paths between two
stages. Each comparator in each level performs
a compare-exchange operatien between an odd-

parity key and an even-parity key.
4, Performance

Since Stone described an implementation of
the bitonie sorting with a perfect-shuffle
network (PSNJ, many researchers have
improved the perfect-shuffle interconnection
scheme and adapted it to a wvariety of
applications(4,13.16].  Now, the
interconnection scheme is compared with

proposed

Stone’s. Two factors are usually used to
measure the complexity of parallel sorters: (1)
cost — the number of comparators the sorter
contains and (2) time(or delay) - for any input
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{(Fig. 7) A BSS for 8 keys.
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(Fig. 8) A BSS for 16 keys
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v the maximum number of comparaters x has

to visit before x exits the sorter.

Since everv stage of the

logN  levels and

PEN

cach level

consists of

. k1
contains 2

comparators. a list of N(=2% unsorted keys

can be sorted in log’N time with a sorter of

2% Kk? camparators using the perfect-shuffle

interconnections. Figure 4% shows the Batcher's

sorter for 8 Kevs

interconnection scheme(PSN).
there are threc extra

using the perfect-shuffle

In this figure.

fevels in stage: and

stages, corresponding to the vertical tier of

blank boxes. The blank boxes do not perform a

compare-exchange operation:

they output the

values in the same order as they were input.

Sample values are

shown

on the wires. As

mentioned in

logN} levels

comparators.

scheme described here

time(or delay}

compared with

performance. For easy understanding. Figure

and each
Therefore,

theorem 2. the
2 (k" +k) comparators in logN(logN+ 1)/2 time
since the jth stage of the BSS needs j {15/

by approximately
Stone’s, and hence,

level
the
reduces the cost

10, Figure 11 and table 1 show

comparisons of the BSS and the PSN in terms
of total cost (= total number of comparators)

and total time(or delay),

denotes a sorter using Stone’s perfect-shuffle

interconnections,

where the

[
1
4 1
0
Fe 4
5
2 0
3 3
Column
Number
level 2 level 1 level 0 level 2 level 1 level 0 fevel 2 level t level O
L |
Stage 1 Stage 2 Stage 3
(Fig. 9) A Batcher's sorter for 8 keys using perfect-shuffle interconnection.
{Table 1) Total cost and total time versus number of inputs(N)
- Type Cost Time(or delay)
input (A Bss PSN BSS PSN
8 24 36 6 9
16 &0 128 10 16
32 240 400 15 25
654 672 1.152 21 36
128 1,792 3,136 28 49
256 4 068 3.192 36 64
512 11.520 20,736 45 81
1.024 28,160 51.200 55 100

BSS requires

contains

interconnection

one
improves




5. Applications

The applications of the proposed sorter{BSS)

are presented in this section.

The BSS can be used to many ATM
switching  systems such as  Moonshine,
Sunshine, Starlite and S8Xmin in order to be

applied to simplify the design of an arbitration

circuit structure and a router. By the usage

I rstEl naicherd

SRR ATM e A LBI0IAMS s& 1Y

feternal Blecking whivh - o important Tacter
of the design of the switching network is

BSS allows its

use in solving some problems where large sets

prevented. Furthermore, the
of cells(or data) must be manipulated. Some of
these applications are switching networks with
multi-access memories and
There is no doubt that

this sorter alsc can be used just for sorting

conflict resolution.

multi-processors [31,

of the BSS in ATM switching svstem, the and merging.
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6. Conclusions

This paper has focused on constructing the
Batcher's sorter with simpler interconnections
(BSS) and presented its applications for ATM
switching systems. This proposed sorter has a
time complexity of O(log’N) and a cost
complexity of O(Nlog’N). In all comparators
the compare-exchange operation is perflormed
between an odd-parity key and an even-parity
key. The interconnection scheme presented
here is simplified between levels by emploving
a parity-strategy which leads to the algorithm
CONSTRUCT-BSS. For simplifying the inter-
level wiring, N/2 even-parity keys are wired
straight through the sorter. This simplified
interconnection scheme requires approximately
half as many levels as the perfect-shuffle
interconnection scheme: logN(logN+1}/2 levels
instead of log’N. Therefore, this proposed
interconnection scheme outperforms the perfect
-shuffle intercennection scheme both in terms
of cost and delay. The layout of this proposed
sorter on a printed circuit board or a VLSI
chip may be simpler since half of the routes
are straight lines. Furthermore, by the usage
of the sorted cells, the cells in the ATM
switches are routed without the internal
blocking which is an important factor of the
design of the switching networks.
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