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In this paper, we propose efficient content-
based image retrieval methods using the au-
tomatic extraction of the low-level visual fea-
tures as image content. Two new feature
extraction methods are presented. The first
one is an advanced color feature extraction
derived from the modification of Stricker's
method. The second one is a texture feature
extraction using some DCT coefficients which
represent some dominant directions and gray
level variations of the image. In the exper-
iment with an image database of 200 natu-
ral images, the proposed methods show higher
performance than other methods. They can
be combined into an efficient hierarchical re-
trieval method.
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I. INTRODUCTION

Due to the rapid advance in com-
puter technology for multimedia systems,
the amount of audiovisual information is
increasing rapidly.  Currently, however,
searching for multimedia content is not pos-
sible even though text-based search is avail-
able. Therefore, the new MPEG project,
MPEG-7, is working to provide solutions
for identifying multimedia content [1]. Re-
cently, along with that activity, a content-
based approach emerged to retrieve im-
ages efficiently [2]-[4].
retrieval methodology using automatically

It is an image

generated content feature information, in-
stead of any additional captions or text
information. The content-based methods
have various application areas, for example,
digital library, tourist information, investi-
gation services, medical applications, and
verification of a trade mark or logo, and so
on [1], [5].

Generally, the low-level characteristic
values, shape, color, and texture have been
used as main content features for content-
based image retrieval. The use of shape
features has largely been limited to special-
ized retrieval systems, because its domain-
specific database has to be set up manu-
ally beforehand for effective retrieval [6].
The existing approaches using color fea-
tures mostly use histograms [7]-[10]. The
histogram-based methods provide general
image characteristics. However, it is hard
to represent localized features in detail.

Most existing approaches using texture fea-
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tures also require large storage space and
a lot of computation time to calculate the
matrix of features such as SGLDM (Spatial
Gray Level Dependence Matrix) [11].

Therefore, in this paper, we propose ef-
ficient content-based image retrieval meth-
ods using color and texture to improve the
above mentioned problems. First, a mod-
ified Stricker’s color feature extraction is
proposed for considering localized features.
Second, some DCT coefficients from trans-
form domain are directly used for extract-
ing texture features efficiently. It does not
need additional complex computation for
feature extraction. The proposed method
can be directly applied to image data in the
compressed domain. This may be a way to
solve the large storage space problem and
the computational complexity of the exist-
ing methods.

The remaining of the paper is organized
as follows: In Section II, a general content-
based image retrieval system is introduced.
In Section III, the proposed image retrieval
system is presented. In Section IV, exper-
imental results are shown. Finally, in Sec-

tion V, we conclude with some remarks.

Il. GENERAL IMAGE RETRIEVAL
SYSTEM

The general image retrieval system is
shown in Fig. 1. The system consists of
three main modules: the input module,
query module, and retrieval module.

In the input module, the feature vector
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Fig. 1. The block diagram of a general image retrieval

system.

is extracted from each input image. It is
then stored in an image database with its
input image. On the other hand, when a
query image enters the query module, the
feature vector of the query image is ex-
tracted. In the retrieval module, the ex-
tracted feature vector of the query image is
compared with the feature vectors of stored
images in the image database. As a result
of the query, similar images are retrieved
according to their similarity with the query
image. Finally, a target image will be ob-
tained from the retrieved images. In our
system, we considered color and texture for
feature extraction. Therefore, in the fea-
ture comparison, a hierarchical retrieval is
possible by applying the two features one
after the other. A selective retrieval is also
possible by using just one of the two feau-

res.

ETRI Journal, volume 20, number 3, September 1998

I1l. IMAGE RETRIEVAL USING
COLOR AND TEXTURE
FEATURES

Most large image database systems re-
quire efficient feature comparison as well as
feature extraction to provide a reasonable
response to an image query. The exhaus-
tive search of every image in a large im-
age database can be very expensive. There-
fore, in our system, by applying hierarchi-
cal retrieval using color and texture, it is
possible to reduce the search space in a
large image database. Figure 2 shows the
block diagram of the proposed method. If a
query image enters the system, image con-
version for processing, block processing for
considering local characteristics, and fea-
ture vector extraction for retrieval are se-
quentially performed. Using one of two
feature vectors, color and texture, a selec-
tive retrieval can be performed as shown in
Fig. 2. A hierarchical retrieval can also be
performed. A color category code is gener-
ated from adaptive resonance theory (ART)
2 [13] neural network classifier using a color
feature vector as input. At first, the global
retrieval is done, using the color category
code.

After global retrieval, the images which
have the same color category code as that
of the query image are selected. Then,
the local retrieval within the selected im-
ages is done, using a texture feature vec-
tor. Finally, a target image can be obtained

from the images with the same color cate-
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Fig. 2. The block diagram of the proposed retrieval
method.

gory code, instead of from all the images in
database.

1. Color Feature Extraction

There have been researches using color
feature as a query key for image retrieval.
In general, they use color histogram meth-
ods to obtain color feature information from
an image. Color histogram indexing was
introduced by Swain et al. [8]. They
used the brightness values of RGB color
space and stored coarsely quantized color
histogram of images as indices. Funt et
al. modified Swain’s method to improve

its performance by using the histogram of
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the RGB color ratio from neighboring lo-
cations [12]. In general, histogram-based
methods provide overall image characteris-
tics. However, they show high sensitivity
to illumination and can not represent local-
ized features well. We propose an advanced
color extraction method to compensate the
above drawbacks of histogram-based meth-
ods. The block diagram of the color feature

extraction is shown in Fig. 3.

Query Image

HSI Color Space
Conversion

Image Localization I

Color Feature geoalgfre
Vector Extraction | vector
ek -
i Classification i color
; by ART2 . category
i code

Fig. 3. The block diagram of the color feature ex-

traction.

First, when a query image is presented,
its RGB color space is converted into HSI
(Hue, Saturation, and Intensity) for bet-
ter retrieval performance. Next, each im-
age is divided into subblocks for consider-
ing spatial location information. Then, we
can get a color feature vector from each

subblock. Using the color feature vectors



and the measure of similarity mentioned in
Section IV, we can retrieve similar images
from an image database with color feature
only. For hierarchical retrieval, on the other
hand, the color feature vectors are fed into
an ART?2 neural network for classification
[13], [14]. By classification, the color cat-
egory code of a query image is generated
from its color feature vector. Color cate-
gory code will be used for global search in

hierarchical retrieval.

A. The Color Model Conversion and Subblock
Division

Each RGB input image is converted into
a HSI image using the following:

SI(R-G)+ (R-B)

H:cos_l{ - }
[(R=G)*+(R-B)(G-B)]
3 .
S = 1*m[mln(R,G7B)}
- %(R+G+B). (36)

To obtain spatial localization information
in the input image, it is divided into m xn

size subblocks.

B. Color Feature Vector Extraction

Stricker proposed a color extraction
method using the three moments of each
color channel of an image: average, stan-
dard deviation and skewness [10]. For the
feature vector extraction, its color features
are computed by the following equations:

H
3
3

-

0; = {—Z(Pm _Ei)ﬂ ’ (38)

el

o= |3 (B —E)]", (39

where FEj; is an average of each color channel
(i =H,S,I), 0; is a standard deviation, and
o; is a skewness. Pj; is the value of each
color channel at the j-th image pixel. m-n
is a total number of pixels per image.

Stricker used the 9 feature vector which
consists of three moments for each color
channel, H, S, I, respectively. The his-
tograms are quantized to 16 bins for H
channel and 4 bins for S and I channels,
respectively.

We propose a modification to the color
extraction algorithm proposed by Stricker,
to improve performance as follows: (a)
to use the color feature vectors consider-
ing spatial location information, we apply
Stricker’s method to each subblock; (b) we
reduce the number of bins for the index in S
and I channel to 2 while keeping the 16 bins
for index in H channel, because S and I do
not much affect the retrieval performance
directly, (c) we only use the first moment
for S and I channels except for H, for which
we calculate also the second and third mo-
ments. Therefore, 5 color features are used
instead of Stricker’s 9 features.

For the k-th m x n subblock, we use the
5 features vector: the average(Ej y), stan-
dard deviation(oy f), and skewness(ay, z)

for H channel, and the average(E) s, Ej.r)



for S and I channels, respectively.

C. Classification Using ART2

The ART neural network model was in-
troduced by Carpenter and Grossberg [13].
It has a stability-plasticity characteristic
which remains adaptive in response to a
significant input but remains stable in re-
sponse to an irrelevant input. Especially,
ART2, a class of the ART model, rapidly
self-organizes pattern categories in response
to arbitrary sequences of either analog or
binary input patterns [14].

For hierarchical retrieval, a query image
is classified into its corresponding category
by ART2, using color feature vectors of sub-
blocks. The global search can be done on
an image database, using a color category
code. Then, the local search is followed, us-
ing texture feature vectors. Therefore, we
can obtain search space reduction in image

retrieval.

2. Texture Feature Extraction

Most existing approaches to texture fea-
ture extraction use statistical methods. For
the analysis of a texture image, it requires
large storage space and a lot of computa-
tion time to calculate the matrix of features
such as SGLDM and NGLDM (Neighbor-
ing Gray Level Dependence Matrix) [11].
In spite of the large size of each matrix, a
set of their scalar features calculated from

the matrix is not efficient to represent the

characteristics of image contents.

Therefore, we propose a new texture ex-
traction method based on Discrete Cosine
Transform (DCT) [15]. The block diagram

of the proposed one is shown in Fig. 4.

Query Image

Gray Level
Conversion

Block-DCT |

Texture Feature

Vector Extraction Texture feature vector

The block diagram of the texture feature

extraction.

When a query image is provided, its
RGB version is converted into a gray level
version for DCT transform. The DCT-
based transform is used for considering spa-
tial localization. The texture feature vec-
tor is obtained from some DCT coefficients.
The property of our feature vector is eas-
ily computed directly from the DCT coef-
ficients and the spatial localization using
subblocks. Since we use the DCT coeffi-
cients directly from the transform domain,
it does not need additional complex com-
putation. It will then overcome some prob-

lems of existing methods such as computa-



tional complexity and storage space. Using
the texture feature vectors and the measure
of similarity mentioned in Section IV, we
can retrieve similar images from an image
database with texture feature only.

For the hierarchical retrieval, with the
help of a texture feature vector, we can re-
trieve candidate images from only the im-
age group with the same color category
code generated by a color feature vector.
The hierarchical method can reduce the

search space in a large image database.

A. The Gray-Level Conversion and Block-
Based DCT Transform

For the DCT transform, we convert an
RGB query image into a gray level image, |
component in (1). For spatial localization,
we then use block-based DCT transforma-
tion. Each image is divided into N x N
sized subblocks.

The two-dimensional DCT of a sequence
f(i,j) for i,7=0,1,...,N —1, can be de-
fined as

N—-1N-1

Flue) = 0SS5 5)

i=0j=0

X COS {%} - cos [(2%]\1[)1)@]0)

for w,v=0,1,...,N—1,
where

— for w=0,

1 for w=1,2,....,N—1.

The inverse DCT transform is given by

N—-1N-1
F0,5) =Y elu)e(v)F(u,v)
u=0=0
o L]

for 4,7=0,1,...,N—1.

Among the families of transforms, DCT
is generally recognized as the most effec-
tive one to encode image information. It
has been adopted the JPEG coding stan-
dard and the MPEG coding standards [16]-
[18]. Our method uses DCT for feature ex-
traction, and so, feature vectors may be ex-
tracted directly from a transform domain.

. DCT 9-feature vector: (a) vector elements
from frequency components, (b) vector elements
from directional information (each vector ele-
ment is obtained by averaging same marked co-
efficients).

B. Texture Feature Vector Extraction

For efficient texture feature extraction,
our method uses some DCT coefficients.
For each subblock containing one DC co-
efficient and other AC coefficients, we ex-
tract a feature set of 9 vector components
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by averaging specific regions of coefficients
as shown in Fig. 5, considering the follow-
ing characteristics: i) the DC coefficient of
each subblock represents the average energy
of an image (vector component (D); ii) all
the remaining coefficients within a subblock
contain frequency information which repre-
sents a different pattern of image variation
(vector components 2 to @); and iii) the
coefficients of some regions within a sub-
block also represent some directional infor-
mation (vector components B to @); for
example, the coefficients of the most upper
region and those of the most left region in
a DCT transform domain represent some
vertical and horizontal edge information, re-

spectively.

IV. EXPERIMENTAL RESULTS

The proposed methods were imple-
mented on an IBM platform using GNU
C language. Their effectiveness was eval-
uated by using 37 query images from a
database of 200 images which were obtained
by photo CD-ROM. There are three classes
of images: mountains with sky, flowers,
and forests. They are 256 levels color im-
ages of size 128x128. The subblock size is
32x32,m=n=232.

For the similarity calculation, we use the
similarity measure D(Q,C). It computes
the similarity between two images, Q(x,vy)
and C(z,y), as

l
D(Q,C) =Y | Fyx—Fexl, (42)
k=1
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where F);, is the feature vector of the k-th
subblock in image () and F,, is that of im-
age C, and [ is the number of subblocks.
Output images are retrieved, based on the
similarity between a query image and im-
ages in the image database.

To evaluate the retrieval efficiency of
the proposed methods, we use the objec-
tive measure, Recall and Precision [19]
shown in (8). Recall is the relevant retrieval
rate from all the relevant items in an image
database and Precision represents the cor-
rect retrieval rate.

Recall = %7 Precision = %7 (43)
where R, is the number of relevant retrieved
items, T is the total number of relevant
items in the image database, and T, is the
number of all retrieved items.

Our proposed retrieval system sup-
ports selective or hierarchical retrieval using
color, texture or one after the other.

Table 1 shows the selective retrieval re-
sults of our method using only the color fea-
ture. A comparison with other methods is
also presented.

The proposed method presents about
36% and 53% performance improvement,
com- pared with Stricker’s method, in terms
of Re- call and Precision, respectively. A
sample query result of our method using the
color feature is compared to that of Stricker
in Fig. 6, which showes that the proposed
method retrieved more similar images to
the query image, compared to Stricker’s

method. Since the proposed method uses
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Table 1. Comparison of the selective retrieval results using the color feature (query: 37 images, image database:

200 images).

Method | Swain’s method Funt’s method Stricker’s method | Proposed method
Class Recall |Precision| Recall | Precision| Recall |Precision| Recall |Precision
class 1 0.35 0.30 0.48 0.36 0.72 0.62 0.80 0.65
class 2 0.41 0.23 0.35 0.11 0.37 0.36 0.76 0.69
class 3 0.68 0.78 0.78 0.48 0.66 0.38 0.81 0.72
average 0.48 0.44 0.54 0.32 0.58 0.45 0.79 0.69

query image

(b) the proposed method

Fig. 6. A sample query result of Stricker’s method and the proposed method using the color feature.

spatial location information, it yields bet-
ter performance.

In Table 2, the selective retrieval re-
sults of our method using the texture fea-
ture only, are shown in comparison with
Tamura’s method [20], which is a typical
texture feature extraction method using the
properties of a texture, contrast, direction-
ality, and coarseness.

The proposed method yields about 67%
and 188% performance improvement re-
spectively. A sample query result of our
method using the texture feature, is com-
pared with that of Tamura in Fig. 7, which
shows that the proposed method can re-
trieve images that are more similar to the

query image.
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query image
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(b) the proposed method

Fig. 7. A sample query result of Tamura’s method and the proposed method using the texture feature.

Table 2. Comparison of the selective retrieval results
using the texture feature (query: 37 images,

image database: 200 images).

ethod| Tamura’ s method [Proposed method (DCT)
Class Recall | Precision| Recall | Precision
Class 1 | 0.51 0.19 0.83 0.66
Class2 | 0.37 0.34 0.75 0.79
Class3 | 0.56 0.25 0.81 0.81
average | (.48 0.26 0.80 0.75

In Table 3, the results of the hierarchi-
cal retrieval are presented using the color
and texture feature hierarchically as shown
in Fig. 2. In the table, the exact match-
ing rate considers the retrieval of the first
candidate only, and the average matching
rate considers the first candidate and other

candidates together.

Table 3. Hierarchical retrieval results using the color

and texture feature.

Measure] exact average
matching | matching | Recall | Precision
Class rate rate
Class 1 0.89 0.91 1.00 0.96
Class 2 0.54 0.90 0.80 0.82
Class 3 0.89 0.93 0.87 0.88
average 0.77 0.91 0.89 0.89

The high average matching rate means
that we can easily identify a target image
among retrieved images. By the proposed
hierarchical retrieval method using the color
and texture together, we obtained about
91% average matching rate. We also con-
clude that the hierarchical retrieval in Table
3 shows better performance than the selec-

tive retrieval using one feature in Table 1
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and Table 2, respectively. other available methods using a larger im-

age database.
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