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The objective of this paper is to present an

. INTRODUCTION adaptive algorithm for computing the weight

. ADAPTIVE ALGORITHM: CGM vector which provides a beam pattern having
its maximum gain along the direction of the
I1l. PERFORMANCE ANALYSIS mobile target signal source in the presence of
interfering signals within a cell. The conju-
IV. CONCLUDING REMARKS gate gradient method (CGM) is modified in
such a way that the suboptimal weight vec-
REFERENCES tor is produced with the computational load

of O(16N), which has been found to be small
enough for the real-time processing of signals
in most land mobile communications with the
digital signal processor (DSP) off the shelf,
where N denotes the number of antenna ele-
ments of the array. The adaptive procedure
proposed in this paper is applied to code divi-
sion multiple access (CDMA) mobile commu-
nication system to show its excellent perfor-
mance in terms of signal to interference plus
noise ratio (SINR), bit error rate (BER), and
capacity, which are enhanced by about 7 dB,
1—(1)0 times, and 7 times, respectively, when the
number of antenna elements is 6 and the pro-
cessing gain is 20 dB.
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I. INTRODUCTION

In recent years, the adaptive antenna ar-
ray in land mobile communication systems
has received a keen interest from many re-
searchers [1]-[7], due to its potential viabil-
ity for enhancing the communication qual-
ity and capacity at the same time. One of
the most serious problems, however, in re-
alizing the adaptive antenna array in the
actual land mobile communication system
is that the computational load required for
the adaptive beamforming is so heavy that
the real-time processing of time-varying sig-
nals of mobile communications is not possi-
ble or the consequent hardware of the array

system is not economically feasible.

This paper presents an alternative
method of finding a suboptimal weight vec-
tor for an antenna array. The new tech-
nique utilizes the CGM [8], [9] for comput-
ing the weight vector in an iterative manner
based on a blind procedure, in which the
training symbols are not required to find
the solution vector. The adaptive proce-
dure presented in this paper is appropri-
ate to CDMA signal environment because
the technique is valid when the desired sig-
nal is much stronger than each interference,
which should be satisfied in CDMA receiver
by the chip correlator. More details about
the application of the proposed technique
in CDMA is given in Section III. The most
attractive feature of the proposed method
is in its simplicity without sacrificing the

accuracy. The computational load for ob-

ETRI Journal, volume 20, number 2, June 1998

taining the target vector is in the order of
only about O(16N). The required amount
of computation at each snapshot is appar-
ently much less than that of most conven-
tional beamformers such as constant mod-
ulus algorithm [10] (CMA) or least mean
square [4] (LMS). Another important fea-
ture of the proposed method is that its ap-
plication is not restricted to certain specific
modulation types or data rates. Recall that
the blind beamformer utilizing the spectral
self-coherent restoral [5] (SCORE) method
cannot extract the target signal unless every
signal source adopts a unique modulation
type or data rate compared to all the other
signal sources in a cell, which is unlikely re-
alistic in actual mobile communications.
Let us consider the autocovariance ma-
trix of the signals that are incident upon
the array of N antenna elements. Since the
maximum eigenvalue always represents the
signals (not the noises), the corresponding
eigenvector must be a linear combination of
the input steering vectors. If the eigenvec-
tor corresponding to the largest eigenvalue
is denoted by ej, this statement can be ex-
pressed with the following equation:

€ :Zaka(9k>v (1)

where M is the number of signal compo-
nents at the array input, a4, is a coefficient
that is determined by the magnitude and
angle distribution of every signal compo-
nent, and a(f;) denotes the steering vec-

tor of the kth signal component of incident



ETRI Journal, volume 20, number 2, June 1998

angle 6. The matrices and vectors are de-
noted by upper- and lower-case bold letters,
respectively.

If the antenna spacing is uniformly a half
wavelength though it is not the necessary
condition for the proposed algorithm to be
valid, the steering vector, a(fy), of the kth
signal component is

a(9k> = [1ej7rsin€k e2msinty ej(N—l)ﬂsinﬁk]. (2>

Suppose the magnitude of the desired
signal component is much larger than that
of each interfering components which is
quite realistic in many practical situations.
In this particular signal environment, if the
incident angle of the desired signal compo-
nent is ¢, the eigenvector corresponding to
the maximum eigenvalue can approximately
be represented by only the desired signal as
follows:

er ~aja(f). (3)

Consequently, when the desired signal
is much larger than each interference, the
eigenvector corresponding to the maximum
eigenvalue is itself the direction vector mul-
tiplied by the coefficient, i.e., a;. Note that
the above-mentioned signal condition is al-
ways satisfied in CDMA systems after per-
forming the cross-correlation between the
received signal and the code sequence of tar-
get signal. Then, the desired signal would
be, on average, larger than each interference
signal by the amount of the processing gain.

From the above-mentioned statement, it
can be observed that, once the eigenvector,

ey, is found, a nice beam pattern having
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its main lobe along the direction of the de-
sired signal can be obtained. The complex-
valued coefficient a; can be removed by set-
ting the first element of the eigenvector with
a real-valued quantity, which means that
the phase of the reference antenna element
remains unchanged at every snapshot.

It is the conclusion of this section that
a suboptimal beam pattern with its main
lobe pointing to the direction of the de-
sired signal can be obtained by setting the
gain of each antenna element with the cor-
responding element of the eigenvector of the
maximum eigenvalue. This is the very rea-
son why we intend to solve the extreme-

eigenvalue problem.

Il. ADAPTIVE ALGORITHM:
CGM

As discussed in the previous section, to
obtain a suboptimal beam pattern is to set
up the weight vector for the antenna ele-
ments with the eigenvector corresponding
to the maximum eigenvalue. Then, the y ar-
ray system would have a beam pattern with
its main lobe along the direction of the tar-
get signal source [4], [6]. Once again, above-
mentioned procedure is valid only when the
target signal is much larger than each inter-
ference at the receiver such that the eigen-
vector of the maximum eigenvalue approx-
imately consists of the direction vector of
the target signal source only. There exists
a few numerical methods for solving the ex-

treme eigenvalue problem such as the CGM,



Lagrange-procedure [11], and power series
method [11]. In this paper, we consider
the CGM 8], [9], [12]. The CGM has been
known as being an efficient method for solv-
ing a matrix equation of the form Aw=1y
where the matrix A and the excitation vec-
tor y are known. In the previous work [7],
the CGM is modified in such a way that
the iterations for searching for the eigenvec-
tor of the updated matrix are executed for
each individual snapshot. The modification
is based on the fact that the solution for the
vector w(k) maximizes the Rayleigh quo-
tient of the autocovariance matrix at each
snapshot, where k denotes the snapshot in-
dex. In [7], this CGM is named modified
CGM (MCGM).

Assuming each snapshot requires a sin-
gle iteration, the adaptive procedure of the
MCGM requires the computational load of
O(3N?412N) including the matrix update
at each snapshot. In most practical sig-
nal environments of land mobile commu-
nications, a single iteration at each snap-
shot results in a fairly good performance
[7]. The reason for the repeated iterations
not to be required is mainly due to the fol-
lowing facts: firstly, the initial guess for the
gain vector, w(0) = x(0)/||x(0)||, should be
quite close to the exact eigenvector of the
maximum eigenvalue because the initial au-
tocovariance matrix is determined by the
initial signal vector x(0) only, i.e., R,(0) =
x(0)x(0)", secondly, the gain vector at each
snapshot should be a pretty good solution

even before the update procedure if it was

a good solution for the previous snapshot
of which the statistics should not be much
different from that of the current one in a
slowly-fluctuating time-variant signal envi-
ronments, finally, the signal circumstance
for the adaptive algorithm to converge is
good because the power of desired signal is
much larger than that of each interference.

With the computational load of
O(3N2+12N), it is possible to calculate
the eigenvector with most DSPs off the
shelf in a real-time processing. However,
it can further be modified to result in
The key

idea in developing the new version is that

even more simplified version.

the matrix update can be eliminated by
considering the instantaneous signal vector
only, ie., R.(k) = z(k)x(k), at every
snapshot. Then, all the matrix operations
in the adaptive procedure of the MCGM
disappear, e.g., the computation for the
eigenvalue (k) = w! (k) R, (k)w(k) simply
becomes A(k) = |y(k)]*> where y(k) is
the array output at kth snapshot, i.e.,
y(k) = w (k)x(k). Since the new version
utilizes the instantaneous signal vectors
only, it is referred to as instantaneous
CGM (ICGM). The primary motivation
for developing the ICGM is to accelerate
the tracking speed of the suggested beam-
former by reducing the required number of
operations. Although the ICGM produces
the suboptimal vector very fast, requiring
only about O(11N) operations at each
iteration, there exists a performance degra-

dation mainly due to the misalignment



of the search direction vector p(k) in the
adaptive procedure of the ICGM. A com-
promised version, namely linearized CGM
(LCGM), is presented in this section. In
developing the LCGM, some sophisticated
approximations are used in dealing with
the matrix equations, each of which would
require the operations of O(N?), in such a
way that the total computational burden
can be about O(16N). From the various
computer simulations, it has been found
that LCGM causes almost no degradation
in performance compared to the MCGM.
Though the computational load is a little
heavier than that of the ICGM, the per-
formance of the LCGM is almost as good
as the original MCGM as will be shown in
the next section.

Now let us consider the adaptive proce-
dure of the ICGM taking a single instan-
taneous signal vector in forming the au-
tocovariance matrix. The computation of
the autocovariance matrix is not required
in ICGM because it considers the instan-
taneous signal vector only, ie., R,(k) =
z(k)x(k)?, at every snapshot. Therefore,
the two terms of the matrix operations in-
cluded in the adaptive procedure of the
MCGM, i.e., R.(k)w(k) and R,(k)p(k),
become x(k)z (k)w(k) and z(k)x" (k)p(k)
respectively. Then, the total procedure can

be summarized as follows :

(Step 1) Set up the initial gain vector
with the signal vector itself, i.e., w(0) =
z(0)/||z(0)||, as in the MCGM.

(Step 2) Compute the array output by
y(k) = w (k)x(k), and receive a new sig-
nal vector x(k+1).

(Step 3) Update the adaptive gain ¢(k) and
the search direction vector, p(k), as fol-

lows:

) = VI @
A = b(k)Re[c(k)] — d(k)Rela(k)],
B = b(k) = A(k)d(k),
C = Rela(k)] — A(k)Rele(k)],

A(k) = [y(k)I%,

a(k) = y(k)z" (k)p(k),

b(k) = |p" (k)a(k)|*,

c(k) = w (k)p(k),

d(k) = p" (k)p(k),

p(k) = r(k)+B(k)p(k—1), (5)

r(k) = A(k}lw(k) —w(i)fﬂH(/f)w(k)v (6)

r(k)x(k)x" (k)p(k
= e 7

(Step 4) Update the gain vector as w(k +
1) = w(k)+t(k)p(k), and normalize it by
w(k+1)=wk+1)/||lw(k+1)].

(Step 5) For more iteration in the current
snapshot, go back to (Step 3) with w(k) <=
w(k+1), otherwise, go back to (Step 2) for
the next snapshot.

Note that the matrix operations re-
quired in computing A(k), a(k), b(k) are re-
spectively replaced with the corresponding
vector operations. From (4) ~ (7), it can
be observed that the adaptive procedure of
ICGM requires only about O(11N) opera-

tions at each iteration.
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In order to present the adaptive proce-
dure of the LCGM, let us investigate the
two terms of the matrix operations included
in the adaptive procedure of the MCGM,
ie., R;(k)w(k) and R,(k)p(k). Since the
matrix operations that appear in the adap-
tive procedure of the MCGM are in only
these two terms, it would significantly re-
duce the computational amount if these
two matrix-oriented terms can be simplified
into vector operations. Let R,(k)w(k) and
R, (k)p(k) be denoted by vectors v(k) and
u(k), respectively. Then, by fully exploit-
ing the relations R, (k+1) = fR, (k) +xz(k+
Dx(k+1)" and w(k+1) = w(k) +t(k)p(k),
where f is the forgetting factor lying in
0 < f <1, the iterative equations of these
two terms can be written as follows:

Ro(k+1Dw(k+1) 2 v(k+1)
= fo(k)+ ft(k)u(k)
+ z(k+ Dz (k4 Dw(k+1) (8)
Ro(k+1)p(k+1) 2 u(k+1)
= [R.(k)r(k+1)+ fq(k)R.(k)p(k)
+a(k+ 1)z (k+ 1)p(k+1)
~ fq(k)u(k)+ x(k+ 1)z (k+1)p(k+109)

where the residue vector r(k+1) is de-
fined asr(k+1)=A(k+1)w(k+1)— R, (k+
Dw(k+1) with A(k+1) =w (k+1) R, (k+
1)w(k+1). Since R,(k+1)r(k+1) should
converge to zero as the entire procedure
converges, u(k+1) can be expressed with
a simple combination of vector operations
as in (9). The constant g(k) in (9) is deter-
mined by setting each search direction vec-
tor p(k) to be R,(k+1)-conjugate at each
iteration.
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Utilizing the above relations, the adap-
tive procedure of the LCGM can be sum-

marized as follows:

(Step 1) Set up the initial gain vector deter-
mined by the signal vector itself, i.e., w(0) =
x(0)/||z(0)||, as in the ordinary MCGM.

(Step 2) Compute the array output by
y(k) = w (k)x(k), and receive a new sig-
nal vector x(k+1).

(Step 3) Update the adaptive gain t(k) and
the search direction vector, p(k), as fol-

lows:
t(k) -5 ’\/;Lw, (10)
A = b(k)Relc(k)] — d(k)Rela(k)],
B = b(k) — \k)d(k),
C = Rela(k)] — A(k)Relc(k)],
A(k) = w' (k) R, (k)w(k) = w" (k)v(k),
a(k) = w' (k) R, (k)p(k) = w" (K)u(k),
b(k) = p (k)R (K)p(k) = p" (k)u(k),
c(k) = w” (k)p(k),
d(k) = p" (k)p(k),
p(k) = r(k)+B(k)p(k 1), (11)
(k) = A(k)w(k) — R, (k)w(k)
= Ak)w(k) —v(k), (12)
r(k+1)|?
) =~V (1)

(Step 4) Update the gain vector as w(k+
1) = w(k) + t(k)p(k) and normalize it by
wk+1)=wk+1)/||wk+1)|.

(Step 5) For more iteration in the current
snapshot, go back to (Step 3) with w(k) <=
w(k+ 1), otherwise, go back to (Step 2) for

the next snapshot.
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Note that the matrix operations re-
quired in computing A\(k), a(k), b(k) are re-
spectively replaced with corresponding vec-
tor operations in the LCGM. The computa-
tional load of LCGM is tabulated in Fig. 1.
Note that all the variables required to be
updated at each snapshot is given in the or-
der of actual computation in Fig. 1. The to-
tal amount of computation required to ob-
tain the suboptimal gain vector at each it-
eration is in the order of about O(16N), i.e.,
15.5N multiplications, 16N-9 additions, and
1 square root operation.

I1l. PERFORMANCE ANALYSIS

This section presents numerical results
of various computer simulations that have
been obtained by applying the three differ-
ent versions of the CGMs, i.e., MCGM [7],
[13], LCGM and ICGM, to the base station
of a CDMA mobile communication system
adopting the quadrature phase shift keying
(QPSK) modulation scheme. The most at-
tractive feature of the proposed technique is
that no training sequences or reference sig-
nals are required in the beamforming pro-
cedures. The reason is that, since the max-
imum eigenvalue always represents the sig-
nals, the corresponding eigenvector must be
a linear combination of the input steering

vectors.

The output of the i chip correlator for
the signal received in the m'* antenna ele-
ment can be written as

M
.’L‘m(t) _ Zﬂn,iln(t)ej(m_l)ﬂsmg” + Zm(t), (14)

n=1
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New signal vector

—
Compute t from

a=w"u

|v=fv+ftu+xxHW;3N,3N—1 |

| A=w'v . :N,N-1]
| r:}\w—vv 05NN | [y=W X NN-L
| o=—r"u Y NN-1 |
| p=r+qp* 05NN |
Y

lu=fqu+xx"p 25N.2N-1 |

Yes @ No

Fig. 1. Required amount of computation in each
step of LCGM (Note that each variable is given

in the order of computation for obtaining the

target eigenvector in the adaptive procedure of
LCGM, and required amount of multiplications
and additions in each step of LCGM is given).

where (3, ; is the average magnitude of each
signal component determined by the pro-
cessing gain at the " chip correlator, I,(t)
denotes the QPSK modulated signal, and
zm(t) denotes the additive white gaussian
noise at m" antenna element. The output
of i chip correlator in (14) is obtained by

T,
£Bm(t) :/0 i’m(t+’r)ci(7—)d7—
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M

T ) .
- / [Zé’”(t+7—)€](ml>mm9n +2'rrz(t+7')
0

n=1
xc(T)dr
M

=D snit)e I 2 (1), (15)

n=1

where T}, is the period of the chip sequence,
and ,(t) is the transmitted signal from n'"
subscriber as received at the input port of
the i'" correlator whereas s, ;(t) is as seen

at the output port of the correlator, i.e.,

Ty
Sp4(t) :In(t)/o cn(T)i(T)dT. (16)

Note that a good power control and syn-
chronization is assumed in this paper. Since
the power of each symbol is constant as in
QPSK modulated signals, i.e., the average
magnitude of each signal component is de-
termined by s, ;(t) as

Bni = 1/ El|snil?] for every n=1, 2, ---, M(17)
Normalizing the power of the chip sequence,
ie., fOTb c2(r)dr =1, for n #1i, (3,; must be
much less than unity, for the CDMA system
to be valid.

With above-mentioned signal modelling,
if the incident angle of the desired sig-
nal component is #;, the eigenvector cor-
responding to the maximum eigenvalue can
be represented as

M

e :771,1@(91)+Z77n,1a(9n), (18)

n=2

where 7,1 is complex constant determined
by By1 and 6, for n=1, 2, ---;, M. In
general, because [ is much larger than
Bn1 for n#1, n,1 << 1 is satisfied for n # 1.
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Therefore, the eigenvector corresponding to
the maximum eigenvalue can approximately
be represented by the desired signal as

e zm,la(el). (19)

Consequently, the suboptimal weight vector

is )
Adopting the suboptimal weight vector as
given in (20), the array output at the k'

sampling time can be written as
M
y(k) =" L(kyw' a(6,) +w'2(k)
n=1

1 M
~ (k) + 5 D Lu(K)a (6:)a(6,)

n=2

+ %GH(Gl)z(k). (21)

Note that the first, the second, and the
third term in (21) denotes the desired sig-
nal, the interfering signals, and the noise at
the array output, respectively.

In order to present the actual perfor-
mance of the proposed array, the following
signal environment has been taken into con-
sideration: (1) the number of antenna ele-
ments is 6, (2) the average desired signal
power is 1, (3) the number of interferences
(M —1) is 20, and each interferer is deter-
mined by a random process distributed uni-
formly in the range of —90° ~ 90° at each
snapshot, (4) the average of each interfer-
ence power is 0.01, and (5) the desired sig-
nal source is changing its incident angle by
0.01° at every snapshot starting from 0° at

the initial snapshot for obtaining each value
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shown in Figs. 2~7. It has been found from
the various computer simulations that the
array performance seems to be best when
the forgetting factor is about 0.8 ~0.9. The
amount of change in arrival angles between
adjacent snapshots is determined by the
snapshot period and relative speed between
transmitter and receiver, which is assumed
not to exceed 150 km/h in land mobile com-
munications [7].

The SINR performance of the proposed
array consisting of 6 antenna elements is il-
lustrated in Figs. 2, 3, and 4. For obtaining
each value shown in Figs. 2, 3 and 4, at
least 10,000 snapshots are taken. Figs. 2

and 3 show the performance of the pre-

20

SNR with Array
15} SIR with Array /./'/./l

L—e—a—& =

10 .
././'/'/./; NR with Array
/EST R without Array

SINR without Array

=8 -2 1 4 7 10
SNR/symbol

Fig. 2. SINR performance of MCGM.

sented antenna array system in terms of
SINR when the system adopts MCGM and
LCGM, respectively. From Figs. 2 and 3, it
can be observed that the SINR performance
of the LCGM is almost as good as that of
MCGM. Recall that the required amount of
computation at each snapshot of LCGM is
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20
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Fig. 3. SINR performance of LCGM.
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I
SIR without Array_a—7 SINR with Array

o 5 .
©

. // -//'/./'
_5 Wout Array

-5 -2 1 4 7 10

10

SNR/symbol

Fig. 4. SINR performance of ICGM.

much less than that of MCGM. Since it is
assumed that each interfering signal is mu-
tually uncorrelated, the total power of in-
terferences is determined by the number of
interferences and the average level of each
interference. Figure 4 exhibits SINR per-
formance of the ICGM. It can be observed
that the SINR performance of the ICGM
is inferior to MCGM or LCGM, when the

given signal to noise ratio (SNR) is rela-
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—80 —60 —40 -20 0 20 40 60 80

Degree

Fig. 5. Beampattern of LCGM with plural arrival
angles, due to multipath (Angle of arrival = 0°
and 30°).

tively low, i.e., SNR < 5 dB. However, as
the given SNR increases, i.e., SNR > 5 dB,
the SINR performance of the ICGM is al-
most the same as that of the MCGM and
LCGM.

Without Array

SNR/symbol

Fig. 6. BER performance of three CGMs as a func-
tion of SNR.

The improvement in signal to interfer-
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Fig. 7. BER performance of three CGMs as a func-

tion of the number of antenna elements.
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Fig. 8 The capacity improvement by the proposed
methods (three CGMs).

ence ratio (SIR) by the proposed technique
shown in Figs. 2, 3, 4 is based on the beam-
pattern illustrated in Fig. 5. In Fig. 5, it is
shown that the maximum gain is provided
exactly toward the target signal sources,
which is located in the direction of 0° and
30° from the broadside of the antenna array.
Observe that the weight vector computed
by the proposed algorithm generates the



multibeam pattern when the desired signal
is incident with plural arrival angles, i.e., 0°
and 30°, due to multipath with each com-
ponent being equally much stronger than
each interferer. Compared to the conven-
tional single antenna system, the proposed
array provides excellent improvements in
both SIR and SNR, which results in the
remarkable reduction in BER as shown in
Fig. 6. The BER performance [8] in this
paper has been evaluated by the procedure
of Monte-Carlo method, i.e., BER is calcu-
lated by dividing the number of error bits
by the number of snapshot. Each data point
in Fig. 6 has been obtained by repeating the
evaluations until the number of error bits
exceeds at least a few hundreds. In fact,
for obtaining each value shown in Fig. 6 at
least 100,000 snapshots are taken. Fig. 6
shows that LCGM causes almost no degra-
dation in BER performance compared to
the MCGM. However, there is a consider-
able degradation in BER performance when
ICGM is utilized. In order to compare the
BER performance as a function of the num-
ber of antenna elements, the same signal
environment (the given SNR is 10 dB, the
given number of interferences is 20, and the
desired signal source is changing its incident
angle by 0.01° at every snapshot) is taken
into consideration in Fig. 7 for N = 3, 6,
9, 12. It can be observed from Fig. 7 that
the BER performance of LCGM is almost
as good as that of MCGM. The BER per-
formance of ICGM is degraded as can be
expected from Fig. 6.

The improvement in communication ca-
pacity achieved by the presented three
CGMs is illustrated in Fig. 8. The max-
imum number of subscribers for the ar-
ray to maintain a given BER performance,
ie., 1074, 1073, 1072, 107!, respectively, is
shown in Fig. 8. The capacity of the re-
ceiving system of a single antenna is not
shown in Fig. 8 because the allowable num-
ber of subscribers is less than 1 when the
given BER less than 0.0024. It can be ob-
served that the proposed LCGM increases
the capacity up to almost the same level as
MCGM does while the ICGM exhibits rela-
tively less improvement. For example, when
the BER is to be 3% 1073, the antenna ar-
ray implemented by the proposed LCGM
can allow up to 32 ~ 33 subscribers in the
cell while the other CGMs, i.e., MCGM,
and ICGM, and the base station of a sin-
gle antenna can accomodate about 31 ~ 32,
14 ~ 15 and 1 ~ 2 subscribers, respectively.
The number of subscribers can be increased
by more than fifteen times, when the base
station adopts the antenna array of LCGM
algorithm compared to a single antenna sys-
tem. When the BER is 1072, the antenna
array of LCGM can accomodate about 49 ~
51 subscribers while MCGM and ICGM and
a single antenna system can allow up to
48 ~ 50, 24 ~ 26, and 6 ~ 7 subscribers,
respectively. In this case, the number of
subscribers can be increased by more than
seven times.

Table 1 shows the BER performances

of the antenna array adopted the proposed
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Table 1. The BER performance of base station implemented with antenna array adopted three CGMs and with single

antenna.

Number Mode Single Antenna Array Antenna Array Antenna Array

ofinterferences Antenna (MCGM) (LCGM) (ICGM)

1 0.00240 0.00000 0.00000 0.00005

5 0.00859 0.00000 0.00000 0.00027

10 0.02482 0.00000 0.00001 0.00107

15 0.04369 0.00001 0.00004 0.00362

20 0.06703 0.00043 0.00039 0.00692

25 0.09362 0.00127 0.00130 0.01321

30 0.11008 0.00269 0.00193 0.01965

35 0.13651 0.00465 0.00456 0.02975

40 0.15295 0.00766 0.00586 0.03796

45 0.17457 0.01025 0.01076 0.04912

50 0.18748 0.01384 0.01307 0.06051

When the BER is 1072, the antenna array of
LCGM can accomodate about 49 ~ 51 sub-
scribers while MCGM and ICGM and a sin-
gle antenna system can allow up to 48 ~ 50,
24 ~ 26, and 6 ~ 7 subscribers, respectively.
In this case, the number of subscribers can be
increased by more than seven times.

Table 1 shows the BER performances of
the antenna array adopted the proposed three
CGMs with a comparison to the single an-
tenna system at the given number of interfer-
ers. Table 1 describes the remarkable reduc-
tion in BER when the base station of CDMA
mobile communication system adopts the an-
tenna array with the proposed three CGMs.

IV. CONCLUDING REMARKS

The adaptive procedure of three different

versions of CGM has been presented in this
paper. Under an assumption that the desired
signal received from the target source is much
stronger than each of interferers, the gain vec-
tor for the antenna elements can be obtained
by solving the extreme eigenvalue problem.
In fact, the eigenvector corresponding to the
maximum eigenvalue must correspond to the
direction vector of the target source when the
dominance condition is satisfied. Since the
assumption that the desired signal is domi-
nant compared to each component of interfer-
ences at the receiver can be accomplished in
CDMA mobile communications by the chip
sequence cross-correlator, the proposed algo-
rithms can provide for a suboptimal beam pat-
tern that increases the SINR and decreases

BER, and eventually increases the capacity
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beamforming module can easily be realized
by the proposed methods utilizing a general
purpose DSP off the shelf.
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