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A Signature-based Spatial Match Retrieval Method for
Iconic Image Databases

Jae-Woo Chang ' - Jaideep Srivastava '’

ABSTRACT

In multimedia information retrieval applications, content-based image retrieval is essential for retrieving rel-
evant multimedia documents. The purpose of our paper is to provide effective representation and efficient re-
trieval of images when a pixel-level original image is automatically or manually transformaed into its iconic im-
age containing meaningful graphic descriptions, called icon objects. For this, we first propose new spatial match
representation schemes to describe spatial relationships between icon objects accurately by expressing them as
rectangles, rather than as points. In order to accelerate image searching, we also design a'n efficient retrieval
method using a two-dimensional signature file organization. Finally, we show from our experiment that the
proposed representation schemes achieve better retrieval effectiveness than the 9-DLT(Direction Lower Triangu-

lar) scheme.
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1

Recently, much attention has been paid to Multi-
media Information Retrieval(MIR) because we have
had so many applications that should be supported
by handing multimedia data, such as text, image,
video, and animation. The applications include digital
libraries, advertisements, medical information, remote

sensing and astronomy, cartography, digital newspapers,
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and architectural design. So far, attributes in multi-

media dcuments have mainly been used for supporting

queries by content. The approach using {ext-content—-

(e.g., captions and keywords) has a couple of
problems. First, the original keywords do not allow
for unanticipated searching. The other problem is that
the caption is not adequate to describe the layout,
sketch, and shape of the image. Therefore, in order to
support MIR applications effectively, content-based
image retrieval is essential because it plays an import-
ant role in retrieving relevant multimedia documents.
Given a pixel-level original image, various image
processing and understanding techniques are used to
identify domain objects and their positions in the
image. Though this task is computationally expensive
and difficult, it is performed only at the time of image
insertion into the database. Moreover, this task may
be carried out in a semi-automated way or in
automated way, depending on the domain and com-
plexity of the images. An iconic image is obtained by
associating each domain object of the original image
with a meaningful graphic description, called an icon
object. Thus, an iconic image representation can pro-
vide users with a high level of image abstraction. The
iconic image representation has some advantages.
First, the use of iconic images avoids the need for re-
peated image understanding tasks. Processing an orig-
inal image for interactive responses to high user
quaeries is inefficient because the number of images
tends to be large in most MIR applications. Secondly,
the iconic image representation is useful in a dis-
tributed database environment where an original
image is stored only at a central node and its iconic
image is stored at each local node. Finally, the rep-
resentation of original images into iconic images
enables users to achieve domain independence and to
deal with a group of icon objects in a systematic way.
In the paper, we assume that all images at the pixel
level are analyzed prior to storage so that icon objects
can be extracted from their content and stored into

the database together with the original images. The

icon objects are used to search the image databasec
and to determine whether an image satisfies query
selection critesia Ultimately, the elfectiveness of MIR
systems depends on the type and correctness of image
content representation, the type of queries allowed,
and the efficiency of search techniques designed. The
purpose of our paper is to provide both effective rep-
resentation and efficient retrieval of images when a
pixel-level original image is automatically or manually
transformaed into its iconic image incmding icon
objects. For this, we propose new spatial match rep-
resentation schemes to support the content-based im-
age retrieval in an effective way. The proposed rep-
resentation schemes can describe spatial relatio-
nships between icon objects in a precise way because
they represent the icon objects as rectangles rather
than as points, and they make use of accurate
positional operators. In order to accelerate image
searching, we also design an efficient retrieval method
using a two-dimensional signature file organization.
The remainder of this paper is organized as follows.
A review of related work done in the area of iconic
image databases is introduced in Section 2. The
proposed spatial match representation schemes are
described in Section 3. An efficient retrieval method
to accelerate image searching is presented in Section
4. Section 5 provides a comparison of the proposed
representation schemes with the conventional 9-DLT
one in order to prove the superiority of our schemes.
Finally, Section 6 concludes the paper with some

issues for future research.
2. Related Work

There have been many proposals for spatial match
representation and retrieval in order to search sym-
bolic images efficiently, satisfying certain spatial
relationships(l, 2, 3, 4). In particular, there have been
two previous efforts on spatial match retrieval using
signature file techniques, namely the 2D-string based
scheme[2] and the 9-DLT based schemef4].
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2.1 The 2D-string based scheme

Chang, Shi and Yanl1) first proposed a 2D string
to represent symbolic images. The 2D string makes
use of a symbolic projection to represent a symbolic
image by preserving some spatial knowledge of
objects embedded in an original image. Here, a sym-
bol in the symbolic image corresponds to an object in
its original image. In addition, they defined three
types (type-0, type-l, and type-2) of 2D sequence
pattern matching. For type-0 mathcing, an arbitrary
number of symbols, rows, and columns can be deleted
from a symbolic image and can be merged together in
order to make it the same as a pattern. Type-1
matching is the same as type-0, except that adjacent
rows or columns of a symbolic image cannot be
merged. Type-2 mathcing does not permit any rows
and columns to be deleted from a symbolic image.

Lee and Shan[2] proposed a 2D-string based
scheme to express some types of spatial relationships
of symbolic images. In this scheme, they generated
four kinds of two-level signature files by associating
each symbolic image with a record signature and by
relating some images with a block signature. These
signatures are retrieved by either specifying a symbol
or specifying a type-i match for i=0, 1, or 2. In ad-
dition, they adopied a superimposed coding technique
to use the spatial relationships among symbols in a
symbolic image as well as to filter quickly for any of
the four types of queries. For convenience of signa-
ture generation, they defined a spatial string to rep-
resent the pairwise spatial relationships embedded in
a 2D string. A type-i 1D spatial character VAR is a
character describing the spatial relationship between
A and B symbols in the 1D string as foliows:

(type-0) VAB="0" if r(A)=r(B)

VAB="0" and “1” if r(A) < r(B)
VAR =*%0" and “2" if r(A) > r(B)
{type-1) VAB="0" if r(A) =r(B)
VAB=*%1" if r(A) <r(B)

VAB = %97 if r(A) > r(B)
(type-2) VAB="0" +str(r(A) —1(B)) if r(A)=r(B)
VAB = “1” +str(r(B)~r(A)) if r(A) < r(B)
VAB=“2" +str(r(B)—r(A)) if r(A) > r(B)

Here r(X) is the rank of symbol X, “+” denotes the
string concatenating operator, and str(X) is a trans-
formation function from integer to string;for
example, tr(3)= “3". A type-i 2D spatial string for
symbols A and B when i=0, I, and 2, S*B, is a string
formed by concatenating A, B, and type-i spatial
characters VQB and V,A,B, where VQB is a spatial
character along the X-axis and Vﬁn is a spatial
character along the Y-axis. Therefore, Si"m is written
as A +B + VS +Vy®. S; is a set of S for all pairs
of symbols A and B in an symbolic image. For
example, when a symbolic projection is given as shown
in Fig 1, a set of type-0, type-1, and type-2 represe-
ntation strings for the example can be obtained as

follows:

type-0:(A, B, 2, 1), (A, B, 2, 0), (A, B, 0, 1), (A, B, 0, 0),
(A, C, 1,0), (A C00),(BC1,2,(8BC10,
(B,C,0,2),(B,C,0,0

type-1:(A, B, 2,1),(A, C, 1,0), (B, C, 1, 2)

type-2:(A,B,2,1,1,1),(A,C, 1,1,0,0), (B,C, 1,2, 2, 1)

A C

(Fig. 1) Example symbolic image

47

(Fig. 2) 9-DLT direction codes
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2.2 The 9-DLT based scheme

Chang(3] proposed a 9-DLT representation to
describe the type-1 spatial relationship embedded in a
2D string. In this representation, nine integers(i.e., 1,
2, 3,4, 5 6, 7, 8 and 0) are used to represent
pairwise spatial relationships embedded in a 2D
string. Fig 2 shows the nine direction codes, where R
indicates the reference symbol, 1 stands for “north of
R,” 2 stands for “northwest of R,” and 0 stands for
“at the same location as R,” and so on.

Chang and Jiang[4] proposed a 9-DLT based
scheme to express three types of spatial strings by
extending the 9-DLT representation so that they can
fully support the description of type-0, type-1, and
type-2 pairwise spatial relationships embedded in a
2D string. They also designed a quick-filter based sig-
nature file organization as a filter for spatial match
retrieval of images. The 9-DLT based scheme des-
cribes a spatial representation between A and B

symbols as follows.

(type-0) STp?=(A, B, Dp)

D=0 if Dap=0
Das=0and 1 if Dag=1
Dag=0and 3 if Dag=3
Dag=0and 5 if Dap=5
Djs=0and 7 if Dap=17
Dis=0,1,2and3  if Dag=2
Dag=0,3,4and 5 if Dap=4
Dis=0,56and7  if Dap=6
Dag=0,1,7 and 8 if Dag=8

(type-1) STA®=(A, B, Dys)

(type-2) ST2®=(A, B, Dap, SC&", SCY*)
SCAB=0if [rx(A)—rx(B)| < I
SCA=1if Ix(A)—mx(B)| > 1
SCA =0 if Irx(A) - rx(B)] < 1
SCA®=1 if |rx(A)—rx(B)| > 1

Here, S?B represents the type-i spatial strings for A
and B symbols, and (A, B, Dag) denotes the 9-DLT
representation of symbols A and B. SC{® and SC4{"

represent the spatial codes for symbols A and B in
the X-axis and the Y-axis, respectively. Expression

It]~ denotes the absolute value of t;for example,
| —2| =2. For example, when we have the same sym-
bolic projection as that in Fig 1, a set of type0,
type-1, and type-2 representation strings can be

obtained as follows:

type-0:(A, B, 0), (A, B, 1), (A, B, 2), (A, B, 3), (A, C, 0,
(A,C,7,(B,C,0),(BC,5),B,C6),(BC7

type-1:(A, B, 2), (A, C, 7), (B, C, 6)

type-2:(A, B, 2,0,0), (A, C,7,0,0), (B, C, 6, 1,0

3. New Spatial Match Representation
Schemes

For image indexing, a large number of known
image processing and understanding Techniques[5]
can first be used to identify some domain objects and
their relationships in an original image. Next, an
inconic image can be easﬂy obtained by associating a
meaningful icon object with each domian object in
the original image. By using some spatial match
representations, we can finally obtain spatial strings
from spatial relationships between icon objects. For
image retrieval, a user query can first be transformed
into an iconic image in the same way as that used in
the image indexing. Next, the query iconic image can
be represented as spatial strings by using some spatial
match representations. Then, a query sighature can be
generated from the spatial strings and some potential
matches can be obtained after the query signature
compares with all of the signatures in the signature
file. Finally some iconic images satisfying the user
query can be retrieved when some false maiches are
excluded from the potential ones. The architecture of
a spatial match retrieval system is shown in Fig 3.

For spatial match representations, there have been
two main representation schemes to search image
results efficiently, satisfying certain spatial relatio-

nships[l, 3]. However, both representation schemes
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User Interface

Iconic Image Generation
H
Spatial Match Representation

H

Sighature Generation & Organization

(Fig. 3) The architecture of a spatial match retrieval sys-
tem

Original Image

have a critical problem in that they represent each
domain object of an original image as its icon object
being expressed as a point. As a result, they are not
accurate enough to express spatial relationships
between objects for handling original images with a
complex scene. Therefore, we propose new spatial
match representation schemes to support effective
content-based image retrieval. The proposed represe-
ntation schemes, i.e., basic and detailed ones, can
accurately describe spatial relationships between icon
objects of iconic images because they represent each

d: distance . rejerence

icon object as a rectangle, rather than as a point.

3.1 Basic representation scheme

A generic scene S of an original image is defined as
a set of icon objects O in its iconic image. Therefore,
an iconic description of the scene is a set of spatial
relationships between pairs of icon objects. The
spatial relationship(SR) is expressed as SR=p O; q,
where p and q are the projections over the X-axis (or
Y-axis) of A and B objects, respectively, and O, is
positional operator, which relates the intervals
originated by the projections of p and q on the X-axis
(or Y-axis). For this, we propose nine positional
operators which can express basic ones among all of
the possible relationships between a pair intervals.
The proposed nine operators are easy-to-handle and
also sufficient to handle such images that their objects
rarely have an adjacency with the other objects. These
images are widely used in many application dealing
with real photos like human face images. In the case
of the X axis, projections of p and q are referred to
as p=[xy, Xp) and q=Ixq, Xq2}, respectively, where
Xp1 < Xpz and xg < xgp. Here “d” indicates the thre-
shold value of the distance between two objects. The
naive value of d can be determined as the average

>> . far-away -after
>+ : strictly-after

> after

>< : includes

= spatial-coincidence
<> js-included-by

< : hefore

<+ strictly-before

<< : far-away-betore

(Fig. 4) Positional operators of our basic representation scheme.
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length of reference intervals, and the optimal value

can be determined by a large number of experiments.

(a) p far-away-after(>)q iff x, = Xy +d
(b) p strictly-after(> +)q  iff xq < xp < xgp +d
(c)p after(>)q
(d)p includes (><)q

iff xgy < %p1 S Xgz and Xy <Xy

iff(xp; < Xq and xgz < X,)

or (x, < Xq1 and Xg < Xg2)

(e) p spatial-coincidence (=)q iff Xy =xq and xp=Xq

() p is-included-by (< >)qiff (xg < X, and x,2 < Xg2)
or (xq < Xp1 and Xz < Xg7)

(2)p before (<)q il xgy < xp2 < xgp and Xy < xg

(h)p strictly-before (< +)q iff x,;, < xq < xp2 +d

(1) p far-away-before(<)q iff x4 = X2

The visual sketch of the meanings of positional
operators used for our basic representation scheme is
given in Fig 4. For convenience of signature gener-
ation, we also define a spatial string to represent the
pairwise spatial relationships between objects in a
two-dimensional image. For this, we express two
types of spatial strings so that they can fully support
the description of all the spatial relationships embedded
in a 2D string[2]. Thus, the type-0, 1, and 2 spatial
relationships encoded by a 2D string can be trans-
formed into exact-match and approximate-match
spatial strings for our basic representation scheme.
An exact-match i-axis spatial character, BE'®, is a
character describing the spatial relationship between
A and B objects when the projections of A and B in
terms of the i-axis are referred to as p =[x, X;,), and
q=[xgqi, Xq2] respectively, where x,; < x;; and Xg; < Xgp.
This character is used to support the exact match of
user queries holding certain spatial relationships. The
exact-match spatial chatial character is written as the

following:

BE!®=0 ifp»q BE!®=5 ifp<>q
BE!®=1 ifp>+q BE!®=6 ifp<>q
BE?®=2 ifp>q BE®=7 ifp<+gq

BE!*=3 ifp><q BE/®=8 ifp<gq

BEM=4 ifp=q

An z{pﬁi'axiitr;;\i;fﬁa{ch i-zrixrisrgi)E;i chz;racter,
BA’®, is a character describing the spatial relatio-
nship between objects A and B, being used to support
the appoximate match of user queries. To determine
if’ positional operator holds a approximate-match re-
lationship with another operator, we classify nine
positional operators into five groups, ie., after
group(>», >+, >), is-included group(<>), same
group(=), include group(><), and before group
(<, <+, «). A procedure to determine approxi-
mate-match relationships among operators are as

follows:

1. Determine intra-group approximate-match relatio-
nships among the three operators for the after
group as well as for the defore group, respectively.

2. Establish no approximate-match relationship
between two operators, one coming from the after
group and the other coming from the defore
group. This is because there is no approximate-
match relationship between the two groups.

3. Similarly, establish no approximate-match relatio-
nship between two operators, one coming from the
is-included group and the other from the include
group.

4. Finally, establish approximate-match relationships
between the same group and the include group, as
well as between the same group and the is-tnclude
d group.

According to this procedure, the approximate-
match character is written as the following:

BA?*=0and1 ifp>»q BA®=5and6 ifp=gq
BA=0,1and2 ifp»+q BAM=6and7 ifp<>q
BA=1and2 ifp>q BAM=67and8ifp<+q
BA?®=3and 4 if p><qBA}’=7and 8 ifp<gq

Therefore, an exact-match spatial string of objects
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A and B, SBE*®, is a string formed by concatenating
A, B, and exact-match spatial characters BE}® and
BES®, where BEY is the spatial character along the
X-axis, and BES® is the spatial character along the
Y-axis. Similarly, an approximate-match spatial string
of objects A and B, SBA“P, is a string formed by
concatenating A, B, and approximate-match spatial
characters BAY® and BA%". Thus, the exact-match
and the approximate-match spatial strings of objects

A and B are expressed as follows:

* exact-match string
SBEA®={(A, B, BEY’, BEY")}

¢ approximate-match string
SBAAB={(A, B, BAS?, BAY®)}

3.2 Detailed representation scheme

For new positional operators, we can extend some
operators used for the specification of temporal
relationships between time intervalus in interval logic
[6, 7). We propose new fifteen positional operators to
express all of the possible relationships between a pair
of intervals. In the case of the X-axis, the projections
of p and q are referred to as p=[x,, Xp), and q=
[Xq1, Xq2] respectively, where x; < x,; and xg <Xp.
Here “d” indicates the threshold value of distance

between two objects.

(a)p far-away-after(3>>)q
iff Xp) = %g; +d

(b)p strictly-after(> +)q
ifF Xgy < xpy <X +d

(c)p after with right adjacency(>=)q
iff xg2 =%,

(d)p after(>)q
iff xgy < x5 < X2 and xg2 < Xpp

(e)p is-included-by with left adjacency(> —)q
iff xq < xp1 and xp3 < Xq2

(f) p includes with right adjacency(> |)q
iff Xq1 =Xy and X=Xy,

(@ p includes(> <)q

HT x5 < Xgq1 and xg5 < X3
(h) p spatial-coincidence(=)q
iff x5 =xq and xp =xq;
(i) p is-included-by(< >)q
iff xq1 < xpy and Xy < Xq2
(i) p includes with left adjacency(< |)q
iff Xy > xpp and x5 =X,
(k) p is-included-by with right adjacency(< —)q
iff xg; =xp and xp, < xgp
(D p before(<)q
iff xq) < Xp2 < Xgz and xp,; < X
(m) p before with left adjacency(<)q
iff x5 =xg
(n) p strictly-before(< +)q
iff x5 <xi < xp, +d
(o)p far-away-before(<)q
iff xg) = xq; +d

The visual sketch of positional operators used for
our detailed representation scheme are given in Fig 5.
For the convenience of signature generation, we also
define a spatial string to represent the pairwise spatial
relationships between objects in a two-dimensional
image. For this, we express two types of spatial
strings so that they can support both the exact and
the approximate match. First, an exact-match i-axis
spatial character, DE}®, is a character describing a
spatial relationship between objects A and B when the
projections of A and B in terms of the i-axis are re-
ferred to as p=[x,, x,,], and q=I[xq, x4, respe-
ctively, where x,; < xp, and x, < x,,. The exact-match

spatial character is written as the following:

DE®=0 ifp»q DE®=8 ifp<>q
DE®=1 ifp>»+q DE®=9 ifp<liq
DE%®=2 ifp>=q DE¥®=10 ifp<-—gq
DE?®=3 ifp>q DE®=11 ifp<gq

DE®=4 ifp>-~q DE{®=12 ifp<=q
DEf®=5 ifp>lq DE®=13 ifp<+gq
DE*=6 ifp><q DE®=14 ifp<q

DE*=7 ifp=q
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P:interval ]

>> far-away-aher

>= - afier with night adjacency
> after

> iseinchuded-by with Icft adj

>| . includes with right adjacency
< includes.

= . spatial-coincidence

<> is-included-by

< : includes with left adjacency

< : is-included-hy with right od

<. betore
<= : betore with left adjacency
<+ : strictly-before

<< : far-away-before

(Fig. 5) Positional operations of our detailed represe-

ntation scheme

An approximate-match i-axis spatial character,
DA%®, is a character describing a spatial relationship
between A and B objects so that it can be used to
support the approximate match of user queries. To
determine if a positional operator holds an approxi-
mate-match relationship with another operator, we
classify the fifteen positional operators into five
groups, i.e., after group(>», >, >+, >=, >), is-
included group(> —, <>, <-), same group(=),
includ group(> |, > <, <), and before group(<,
<=, <+, ). A procedure to determine appro-
ximate-match relationships among operators are as
follows:

1. Determine intra-group approximate-match relati-
onships among all operators for each group.

2. Establish no approximate-match relationship between
two operators, on belonging to the after group
and the other belonging to the before group. This

is because there is no approximate-match relatio-
nship between the two groups.

. Similarly, establish no approximate-match relationship

between two operators, one belonging to the £s-inc
luded group and the other belonging to the includ
e group.

. Determine approximate-match relationships between

the after group and the is-included group, as
well as between the after group and the include
group. For this, establish an approximate-match
relationship between two operators, one coming
from the after group and the other from the is-in
cluded group. Also, establish an approximate-
match relationship between two operators, one
from the after group and the other from the inclu
de group.

. Similarly, determine approximate-match relationships

between the before group and the is<included
group, as well as between the before group and
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the include group. For this, establish an approxi-
mate-match relationship between two operators,
one coming from the defore group and the other
from the is-included group. Also, establish are re-
lationship between two operators, one from the be
Jfore group and the other from the include group.
6. Finally, determine approximate-match relationship
between the same group and the is-included
group, as well as between the same group and the ¢
nclude group. For this, establish the approximate-
match relationships of the same operator with all
_ of the operators in the snclude group, as well as
with all of the operatiors in the is-included group.
According to the above procedure, the approxi-

mate-match spatial chareacter is written as the fol-

lowing:
DE?*=0and 1 ifp»q
DA**=0, | and 2 ifp>+q
DA%®=1, 2 and 3 ifp>=q

DA?*=2,3,4and 5 ifp>q

DA®=3, 4, 7and 8 ifp>—q
DA=35 6and 7 ifp>lq
DA?®=5, 6 and 9 ifp><q

DA?®=4,5,7,9and 10 ifp=gq
DA=4, 8 and 10 ifp<>q
DA%®=6,7,9and 11  ifp<iq
DA%=7,8,10and 11 ifp<-—gq
DA?®=9,10,11and 12 ifp<q

DAY=11,12and 13  ifp<=q
DAM=12,13and 14 ifp<+q
DA*®=13 and 14 ifp<q

Therefore, an exact-match spatial string of objects
A and B, SDEA®, is a string formed by concatenating
A, B, and exact-match spatial characters DE%’ and
DE4?, where DE}” is the spatial character along the
X-axis, and DEY® is the spatial character along the
Y-axis. Similarly, an approximate-match spatial string
of objects A and B, SDA*B, is a string formed by
concatenating A, B, and exact-match spatial cha-

racters DA%® and DAY®. Thus, the exact-match and
the approximate-match strings of objects A and B are
expressed as follows:

 exact-maich string
SDEAB={(A, B, DEY’, DE}"))

® approximate-match string
SDAA®={(A, B, DAY, DA%")}

4. An Efficient Retrieval Method

4.1 A signature file organization

In order to support fast searching of spatial strings
for iconic images, it is necessary to construct an
efficient retrieval method using a signature file
organization because of ils main advantages:fast re-
trieval time and low storage overthead{8]. When an
iconic image consists of both icon objects and a set of
spatial strings among them, we first create an object
signature for each object in the iconic image and
superimpose all of the signatures by using a superi-
mposed coding technique. Then, we create an
approximate-match signature by superimposing all of
the signatures, each of which is made from each
approximate-match spatial string for the iconic image.
In the same way, we also construct an exact-match
signature for the iconic image. Superimposing
signatures leads to reducing the disk space to be
accessed dramatically, We finally construct an image
signature by concatenating the object, the approxi-
mate-match, and the exact-match signatures by using
a disjoint coding technique.

Therefore, we can offer a way to answer a variety
of user queries effectively since an image signature is
composed of three parts of signatures. For example, if
a user query needs some image results, including icon
objects A and B, we can access only a portion of
objects signatures, thus dramatically reducing the
query processing time. Similarly, if a user query
requires all relevant images satisfying a certain relati-
nship approximately, we can access only a portion of
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Object Approximate-match

Exact-match

Directory file ) g . " Ponter file SRS file fconic image tile
signature file signature file signature file
GO ‘Fo(u ; !Ftpp - } Fou . SRS for F_,__,E:Image-\ E
/// ! ;01100”0? ;HHOOOOOOOOOOOOj 010000000100 Image-1 \ )
Do P B SRS for  |......|Image2 |
Image-2 S
; Fobj Fapp Fexa o : SRS for __Q Image-3
i 101110111 TREELLLIN LN 011100000111} : Image-3 L———)
; 00110011 00000000001 11111 000100000001 SRS for I 3
07010101  {0000111111000000, 001000000010 |l Image-4 j
Image-4 L

(Fig. 6) A new signature file organization

approximate-match signatures to answer the query. In
order to accelerate the search for these signatures, we
design an efficient signature file organization based
on a two-dimensioan! signature file (TDSF) technique
{91 as shown in Fig 6. Here Fy;, Fopp, and F, indicate
a frame block of the object, the approximate-match,
the exact-match signature file, respectively. The group
GO indicates a group of frame blocks being number
‘zero’ in Fogj, Fapp, and F,. The SRS file is the one
storing a set of approximate-match and exact-match
spatial relationship strings(SRS) for all of the iconic

images.

4.2 Signature generation

With a set of exact-match spatial relationship
strings (ESRs) corresponding to a given iconic image,
we can generate a set of approximate-match spatial
relationship strings (ASRs) as well as an object list
(OL). Given the OL, a set of ASRs, and a set of
ESRs, we can also generate three kinds of signatures,
i.e., the object, the approximate-match, and the
exact-match signatures for the iconic image. Then, an
image signature for the iconic image is constructed by
concatenating these three signatures into one signa-
ture. The algorithm to generate an image signautre is
illustrated below.

[4lgorithm I] Generation of image signautre
Input:a set of ESRs for an iconic image, each being

(A, B, PY®, PYP)

Qutput . image signature, IS

Variables:

Sobj» Sapps Sexa: Object, approximate-match, and exact-
match signature for an iconic image, re-
spectively

50y - object signature for the k-th object of the OL

sa;, se;:approximate-match and exact-match signature

for the i-th ESR, respectively

sf :approximate-match signature for the j-th ASR of

the i-th ESR

Begin:

Sobj =03 Sapp =03 Sea = 0;

Compute the OL from as set of ESRs;

while(eack k-th object of the OL for some k) {

Create so; from the k-th object of the OL;S,,;
=8up; V 50;;

}/* while loop k */

while(each i-th ESR for some i) {

Create se; from the i-th ESR ;S,, = Sexs V se;;

Determine a set of ASRs from the i-th ESR ;sa; =0;

while(each j-th ASR for some j) {

Create s! from the j-th APR;sa;=sa, Vs};
}/* while loop for j */
Sapp = Sapp V 53;;
}/* while loop for i */
RS =Sy i Sapp | Sexas
End;
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4.3 Insertion and Retrieval

When an image signautre is generated using Algor-
ithm 1, we can compute from it the address of an
entry to be accessed for the directlory file. After
searching the entry, we obtain the the addresses of
frame blocks, being indicated by a group G, for F,;,
Fapp and F,,,, respectively. In the group G, we finally
store the object, the approximate-match, and the
exact-match part of the image signature into Foyj, Fapp
and F.,, respectively. If the insertion of the image
signature causes the overflow of frame blocks, we re-
solve the overflow by splitting the frame block into
two blocks.

When a user query is given, it can be transformed
into a query signature using Algorithm 1. After we
take a hashing key from the query signature, we can
compute a set of equivalent keys based on the key.
After searching the descriptor file of the TDSF, we
can determine what frame block should be accessed
first. Depending on whether a query is an approxi-
mate match or an exact match, we can compute a
searching order to decide in what sequence three sig-
nature files should be accessed so that we may
achieve good retrieval performance. This generally
depends both on its query type and on the number of
I's in each frame area of a query signature. After
searching the corresponding frame blocks in the
searching order, we can obtain some qualifying
signatures. Finally, we can find iconic image results
by examining whether the iconic images corres-
ponding to the qualifying signatures actually- satisfy
the user query. If necessary, we can retrieve some
pixel-level original images given by the iconic image
results. Both the insertion and retrieval algorithms are

omitted to lack of space.

4.4 Example

We assume that we have four iconic images
consisting of icon objects A, B, and C as shown in
Fig 7. A set of approximate-match and exact-match

spatial relationship strings in our basic representation

can be obtained as follows:

® approximate-maich representation
(Image-1) (A, B, 5,0}, (A, B, 5, 1), (A, B, 5, 2),
(A, B, 6,0), (A, B, 6,1),(A, B, 6, 2),
(A,C,6,5,(A,C,6,6),(A,C, 17,5,
(A,C,7,6). (A, C,85),(A C8,6),
(B,C,7,6),(B,C,1,7,(B,C,8, 6),
B,C 8,7
(Image-2) (A, B, 5, 0), (A, B, 5, 1), (A, B, §, 2),
(A, B, 6,0), (A, B, 61),(A,B,6,2)
(Image-3) (A, C, 6, 5), (A, C; 6, 6), (A, C, 7, 5),
(A, C, 7,6),(A,C,85),(A C,8,6)
(Image-4) (B,C, 7,6),(B,C, 1,7, (B, C,8,6),(B,C, 87
® exact-match representation
(Image-1) (A, B, 5, 1), (A, C, 7, 5), (B, C, 8, 6)
(Image-2) (A, B, 5, 1)
(Image-3) (A, C, 7, 5)
(Image-4) (B, C, 8, 6)

>

(b) Image-2

(c) Image-3
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B

(d) Image-4

(Fig. 7) Four iconic images as example

To create the signature of the four iconic images,
we assume that the object signature has 8 bits in
length, the approximate-match signature has 16 bits,
and the exact-match signature has 12 bits. In
addition, we assume that three hashing functions are
used to generate these signatures, such as hey, hgpp
and he,. Table 1, Table 2, and Table 3 list the object,
the approximate-match, and the exact-match signa-
tures, respectively. Based on them, we can generate

the signatures of the four images as shown in Table 4.

(Table 1) Object signatures

Object Object signature
A 00010001
B 00100010
C 01000100

{Table 2) Approximate-match signatures

ASR Approximate-match signature
(A, B, 5,0) 0000000000000001
(A,B,5 1) 0000000000000010
(A, B, 5,2) 0000000000000100
(A, B, 6,0) 0000000000001000
(A,B,6,1) 0000000000010000
(A, B, 6,2) 0000000000100000
(A, C, 65 0000000001000000
(A, C 66 0000000010000000
(A, C 175 0000000100000000
A, C 7,6 0000001000000000

(A, C.8,9) 0000010000000000 B
(A,C, 8 6) 0000100000000000 /
(B,C, 17,6 0001000000000000

(B,C, 1,7 0010000000000000

(B, C, 8, 6) 0100000000000000
(B,C.87) 1000000000000000

(Table 3) Exact-match signatures

ESR Exact-match signature
(A,B,5,1) 000100000001
(A,C, 7,5 001000000010
(B,C,8,6) 010000000100

{Table 4) image signatures for our four example iconic
images

Image | ISy 1S,p ISesa

Image-1 101110111} LEL1RR00LE00000Y | 011100000111
Image-2 |00110011 | 0000000000111111 | 000100000001
Image-3 {01010101 | 0000111111000000 | 001000000010
Image-4 |01100110| 11}1000000000000 | 010000000000

Fig 6 illustrates a file structure after we insert the
four iconic image signatures shown in Table 4. Here
we can distribute the four signatures, depending on
the suffix value of each object signature. That is, we
can store the signature of Image-4 into the group GO
because the suffix of its object signature has ‘0’ bit.
We can also store the other signatures into Gl
because their suffixes have ‘1’ bit in common. For
example, suppose that we have a query to find such
an iconic image as Image-Q in Fig 8. To answer this
query, we first generate a set of SRS Image-Q in our

basic representation as follows:

* approximate-match representation

(A, B,50),(A, B, 1,1),(A, B, 6,0), (A B,6,1)
® exact-match representation

(A, B, 5,0)
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(Fig. 8) Image-Q : A query iconic image

Next, we create the object, the approximate-match
and the exact-match signature of Image-Q by using
Table 1, Table 2, and Table 3 as follows:

183,=00110011,
18,2, = 000000000001 101 1,
1S2, = 100000001000.

Finally, if we require some exact-match answers, we
can compare ISS, with the three signatures of Gl in
the exact-match signature file because the suffix of
ISS,j has ‘1’ bit. This leads to no qualifying signature
because no signatures in F,,, of Gl satifies the bit
pattern of IS§,. On the other hand, if we require
some approximate-match answers, we can access only
the three signatures of G1 in the approximate-match
signature file because the suffix of Isg,j has ‘1’ bit.
We obtain two qualifying signatures, i.e., the first and
the second in G1, because they contain the bit pattern
of ISJ,.
images corresponding to the qualifying signatures so

Thus, we can access the SRS of iconic

that we can find out some false drops. As an approxi-
mate-match answer, we finally obtain two qualifying
iconic images, i.e., Image-1 and Image-2, because the
SRS of Image-Q is included into both the SRS of
Image-1 and the SRS of Image-2.

5. Performance Evaluation
We assume that a pixel-level original image should

be automatically or manually transformed into its

iconic image including only objects, prior to storage

info the database. This is because the purpose of our
paper is to provide effective representation and fast
searching of images after their icon objects are
extracted by image analysis preprocessing. We also
assume that an iconic image consists of icon objects,
having its icon name, its size, and its position. For
our experiment, we generate the following iconic data-
bases[10].

¢ Icon objects have 25 different types.

* An iconic image consists of two to ten icon objects.

o The total number of iconic images used for our
experiment is 5,000.

e A query iconic image contains two to three icon
objects.

* The number or queries for the experiment is 200.

In order to evaluate retrieval effectiveness[11], we
make use of recall and precision measures. Let IRT
be the number of iconic images retrieved by a given
query, IRL be the number of iconic images relevant
to the query, and IRR be the number of relevant
iconic images retrieved. The relevant images can be
determined by computing the similarity between two
iconic images, based on both their spatial relationship
and their icon size. The recall and precision measures
are computed as the following:

__IRR

Re call = *
IRL 100
. . IRR
Pr ecision= * 100
r 7 1

When a variety of queries are executed two hundred
times, Table 5 shows the average values of IRT, IRL,
and IRR in three spatial match representation
schemes. In addition, Table 6 shows the retrieval ef-
fectiveness of the representation schemes, in terms of
precision and recall measures. Our representation
schemes improve the retrieval effectiveness consider-
ably, compared to the 9-DLT scheme. Our represe-

ntation schemes improve retrieval precision by 0.43-0.
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56 in the exact match and by 0.2-0.3 in the approxi-
mate match, while their recall values are kept higher
than those of the 9-DLT scheme. . . ...

}
L = 9DLT
0.8 <+ BASIC
S o6 | ~ DETAIL
12
S
e 0.4
a —
0.2 \\'“N--»»-\‘,,*
—_—
0 L ,

0.2 0.4 0.6 0.8 1

(Fig- 9) Recall versus Precision

Recali

It is also shown that our detailed representation
scheme holds about 0.1 higher precision value than
our basic one, while their recall values are kept
almost the same. This is because our detailed represe-
ntation scheme reserves all of the possible spatial

In order to evaluate the retrieval efficiency, we
make use of the probability of false drops{4, 9]. Let N
_bethe number-of -iconic-images{ie; the number of
signatures), Ms be the number of qualifying signatures,
and Mf be the number of false drops. The false drop
probability, Fd, can be computed as the following:

Mf

K== as—mp

Table 7 shows the retrieval efficiency of our retrieval
method for spatial match representation schemes, in
terms of Fd. The retrieval efficiency for our represe-
ntation schemes is slightly decreased, compared to
that for the 9-DLT. Namely. Fd is increased by up to
0.005 in the exact match, and by up go 0.008 in the
approximate match. Moreover, Table 7 shows the

storage overhead(SO) of our retrieval method, in

{Table 5) IRT, IRL, and IRR of spatial match represe-
ntation schemes

relationships for an iconic image. Fig 9 also shows -
. . Exact Approximate
the graph of recall versus precision. It is shown from
) IRT | IRL } IRR | IRT | IRL | IRR
the result that our reprecsentation schemes are much
L ODLT |51.71 | 12.85 | 6.46 [100.76| 12.85 | 8.53
better than 9-DLT scheme. This is because our rep- BASE R
. . . ASIC | 15.84 | 12.85 | 8. . .
resentation schemes can describe spatial relatio- 890 | 3856 | 1285 | 1097
nships between icon objects accurately. DETAIL | 11.51 | 12.85 ] 7.90 | 28.18 | 12.85 | 10.93
(Table 6) Retrieval effectiveness of spatial match representation schemes
Retrieval 9DLT Scheme OQur Basic Scheme Our Detailed Scheme
effectiveness Approx. Exact Approx. Exact Approx. Exact
Precision 0.09 0.13 0.29 0.56 0.39 0.69
Recall 0.67 0.50 0.86 0.70 0.85 0.62

(Table 7) Fd and SO of our retrieval method for spatial match representation schems

Retrieval 9DLT Scheme Our Basic Scheme Our Detailed Scheme
measures Approx. Exact Approx. Exact Approx. Exact
Fd 0.032 0.033 0.039 0.038 0.040 0.034
SO(Mbyte) 0.23 0.67 0.24 1.07 0.24 2.76
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terms of signature file size. It is shown from the
results that our representation schemes require up to
four times larger signature storage in the approximate
match than the 9-DLT one, while they require almost
the same signature storage in the exact match. Our
detailed representation especially requires considerably
great storage overhead.

6. Conclusions and Future work

Recently, much attention has been paid to Multi-
media Information Retrieval(MIR) because there are
so many applications which require multimedia data.
In order to support MIR in an effective way, content-
based image retrieval is essential for etrieving relevant
multimedia documents. The pupose of our paper is to
provide effective representation and efficient retrieval
of images after a pixel-level original image is transformed
into its iconic image. For this, we proposed our
spatial match representation schemes so as to support
content-based image retriveval in an effective way.
Our representation schemes accurately described
spatial relationships between icon objects because
they could represent the icon object as a rectangle
and make use of precise positional operators. To
accelerate searching, we also designed our efficient re-
trieval method based on a two-dimensional signa-
ture file organization.

In order to prove the superiority of our repre-
sentation schemes on retrieval effectiveness, we compared
our schemes with the 9-DLT scheme, in terms of both
precision and recall measures. We showed from our
experiment that our representation schemes improved
retrieval precision by about 0.5 in the exact match,
and by up to 0.3 in the approximate match, compared
with the 9-DLT scheme. We also showed that our
detailed scheme outperformed our basic one on the
precision, while their recall values were kept almost
the same. However, our detailed one required con-
siderably larger signature storage in the approximate
match, compared to our basic one. For further work,

our representation schemes suould be applied to real
application areas using iconic images, proving the

efficiency of our schemes in these areas.
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