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1. Introduction

In the present competitive market, a greater flexibility is required for the automated
manufacturing system in order to respond to the needs of different product types from the
market. But the greater flexibility implies a greater complexity in the manufacturing
processes. Today's manufacturing environment involves great flexibility and fast change
over in manufacturing systems. The control of these systems is complicated and is similar
to the control of discrete even dynamic systems. Modelling and evaluating these systems
become essential to the investigation of manufacturing operation and to the design of
manufacturing systems. Many companies have recently responded to competition by
investing in a FMS(Flexible manufacturing system) and emphasizing quality, delivery and

flexibility to meet customer’s requirement in their objectives.m

The control of systems
needs to be accurate and first enough to correct the problems occurred during system
operation in order to avoid any undesired downtime. In fact, most of the research attention
has been devoted to the hardware requirements of flexibility with little concern for the
system management and control mechanisms that are necessary for its realization. We
focus on the study of Petri nets(PNs) which are gaining more popularity in the analysis of
the FMS performance such as scheduling, throughput, boundness and deadlocks. PNs are a
suitable tool for analysing these problems and a modelling tool, will be used investigate the
composition of a manufacturing system model because of the tool's ability to represent the

concurrent operations in a complex manufacturing system.
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2. Definition of PNs Approach

PNs(a powerful tool for modelling and analysis of concurrent systems) were originally
introduced by Petri in his Ph. D. dissertation(1962) where he gave a theory of
communication between asynchronous components of a computer system. Since then
considerable work has been done in both the theory and application of PNs, mainly in the
areas of computers science (software and hardware) communication protocols, operating
systems and manufacturing systems. PNs have proven to be valuable tools for analyzing
the dynamic behavior of manufacturing systems, in particular of FMSs. On the theoretical
éide, the emphasis was on extending the modelling power of PNs and on the formulation
of a mathematical framework in which different properties of Petri net can be analysed.
However, because of their high complexity, most Petri net models of FMSs cannot be
studied analytically. Indeed, practically useful theoretical results can only be obtained for
special cases of PNs. Therefore, on the application side, the application of PNs to the
analysis of the behavior of FMSs most of the requires the development of sophisticated
simulation programs.

2.1 PNs terminology
A Petri net structure is composed of four parts; a set of places, a set of transitions, an
input function, an output function defined as follows;
PN=<P T A M>
where, P={ P, P, .... P} the set of n place,
T={T, Tz .. - Tm} the set of m transition. A is a mapping,
A:PXTHOUP XxT) — N
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Fig 1. A Petri net. (a) Before firing of ti. (b) After firing of ti.
the set of weighted arcs (N is the set of all Positive integers). M is a mapping
M : P — N, the marking of the PN.
The input function and the output function are used to linked set of places and set of
transitions in a PN.

Graphically, a PN is represented (Fig. 1) as a directed bipartite graph in which places
are represented by circles, transitions by bars and arcs by directed edges. A marking of a
PN indicates the distribution of tokens in its places. The number of tokens in a given
place ‘P’ is the marking of that place. Tokens are represented by black dots in a PN
graph. In Fig. 1, n=3, m=2, T={ T, T2 }, P={ P, P, P } and M={ 1, 1, 0 }.
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2.1.1 Input and output places
All place that have arcs leading into(out of) a transition are said to be that transition’s
input(output) places. In Fig. 1, T1 has to input places, P1 and P2, and one output place P3

2.1.2 Input and out matrix
Consider a PN with n places and m transitions. The input matrix (INM) of a PN is an
nXm matrix defined as;
INM(Ti, Pj) = W if Pj is an input place of Tj,
where, W is the weight of the arc connection Pj and Ti.
= 0 otherwise
The output matrix(OTM) is an nXm matrix defined as;
OTM(Ti, P;) = W if Pj, is an output place of Ti,
where, W is the weight of the arc connecting Pj and Ti.
= 0 otherwise

2.1.3 Execution of a PN

The execution of a PN proceeds as follows. A transition is said to be enabled it each
of its input places has a number of tokens at least equal to the weight of the arc leading
form that place to the transition. an enabled transition fires by removing from each of its
input places the number of tokens equal to the weight of the corresponding incoming arcs
and depositing tin each of its output places the number of tokens equal to the
corresponding weights of output arcs. Fig. 1(a) and (b) show the firing of a transition

2.1.4 Timed PNs
A timed PN(TPN) associates deterministic firing durations to its transition. The TPN
is defined as;
TPN =< P, T, A, M, D>
where, D : T — {0, R’} is the set of firing durations, and {O, R’} is the set of all
positive read number
The execution of a TPN is different form that of an untimed PN. In an untimed PN, an
enabled transition fires instantaneously. The removal of tokens form the input places and
the deposition of token is the enabled transition’s output places occurs at the completion of
its firing duration. The state of the TPN is defined by the instantaneous description(ID) of
the net. An ID of a TPN is a four-tuple,
ID= <M, F, R, T>
where, M is a marking function, M : P — (0, 1, 2, ---};
F is a enabled transition function, F : T — {0, 1}
R is a remaining firing time function, R : T — {0, R’}
T is a cumulative time function.

2.15 PNs for modelling

It is worth while to summarize briefly the features which make PNs particularly
suitable in modelling complex concurrent system. PNs represent parallel process and
synchronization events between them very easily, without the need of over-specifying the
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behaviour of the global system; PNs are non-deterministic, in the sense that the sequence
of transitions firings is not specified in the model and can be constrained or fully
determined by external policies, added to the model itself; There have been developed more
powerful variations of PNs, namely coloured, predicate / transitions and timed PNs and this
allows choice of the most suitable modelling technique according to the particular
characteristics of the system under examination. The correspondence still holds for coloured
PNs and predicate transition PNs; in the former case data are added to facts, like colors
are added to tokens; in the latter case more pattern are added to the left-hand-side(LHS)
of rules, as predicated are associated with transitions. Table 1 Points out the
éorrespondence between a real production system, the PN-based model representing it and
the rule-based software simulator.

Real system PN Rule-based system
{Production system) (Model) (Simulator)
Event or operation Transition Rule

Structure Complete net Base of rules

State of unit or an object

. Token Fact

in the system

Global state Marking Base of facts
Evolution Transition firings Rules execution

Table 1. Correspondence between the real production system and the PN model

3. Analysis of Manufacturing Systems

3.1 A Flow-line system for FMSs

In flow line a part goes through an ordered sequence of operations. Each operation is
performed by a dedicated machine or workstation. In a flow line FMSs, while the part is
still restricted to a fixed sequence of operations. This situation is explained in question as
follows;

@ What is the effect of varying flexibility in either the part production requirements or
the machines processing capabilities on system performance measure such as part
flow time, levels of work-in-process inventory, production rate, and the number of
bottlenecks.

® How much of the flexibility should be allowed and / or can be afforded.

@ How can optimal levels of flexibility be determined so that any associated costs and
benefits are appropriately traded off.

In the following discussion as above, insights as to how each of these questions can be
answered are presented based on a series-of simple probabilistic and empirical models.

Let My, Mg, - M- represent the sequence of operations carried out along the flow line
FMS. Each of these operations is associated with a set of workstations on which it can be
performed with each of the workstation possibly having a different processing cost and

processing time. Let [; represent the total time a part spends on the line or simply part

flow time. The value of T; can then be calculated as;

rr= Rre@®+ R, = ed —mmmmmmmmmmmmeeees )
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Fig 2. A flow-line FMS
where, [,(i) : The waiting time for the selected workstation of operation i.
T,() : The processing time on the selected workstation for operation i

T5(i) : The sum 7y (i) + 7, (i) and sojourn time at production stage i.

Then, assuming that management is interested in minimizing part sojourn time at each
stage of line, the expected total flow time can be calculated as;

E( T f) = gE(mln(r s(Mi, 01,-)» T s(Mi, 02;)- """ T s(Mi, Ok,))) -—-=(2)

Where, O; : The jth machine at stage { and ki the number of machines at state i
Sojourn time is minimized at each of the stage by assigning parts to the workstation with

the shortest expected sojourn time. The value of E(I) can be shown to be a
non-decreasing function of the number of workstations at each stage, that is flexibility. In
fact, under most conditions E(7)) is a strictly decreasing function of flexibility is maximum.

The marginal effect of flexibility on performance can also be shown to be an increasing
function of variability in the sojourn time. Let the sojourn times at each stage be
independent and identically and uniformly distributed with upper and lower bounds Ui and
Li respectively. The upper limit Ui is used to represent the maximum allowable queue
size in front of each workstation while the lower bound L represents the minimum
processing time in which operation Mi can be performed. The expected sojourn time at a
stage [ can then be found as;

Eep=rLi+-G=Id 3

Where, ki : The number of machines that can perforrn operation Mi.

Clearly, The above expression for sojourn time consists of tow factors, the first is
constant and represents the minimal achievable sojourn time, while the second is variable
and is a decreasing function of flexibility. In the case where flexibility is zero (ie ki=1),
sojourn time is simply the mean of the distribution (Ui+Li)/2 while in the case where
flexibility is maximum, ie. when ki — o, expected sojourn time is reduced to the lower
bound Li. This means that a part never waits for a workstation and is always assigned
to the workstation with the shortest processing time. If the width of the distribution
(Ui-Li) is taken as a measure of the degree of variability in the sojourn time, then it can
be said that the need for flexibility increased with increasing variability. Alternatively,
flexibility gas an effect on performance only in the presence of some degree of variability
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(ie. when Ui=Li). Note also that the relationship between flexibility and sojourn time is of
the diminishing return type. Much of the reduction in sojourn time is achieved with
relatively little flexibility with further increased bringing only marginal improvements. If
the processing time for each of the operations are constant and/or significantly smaller
than the waiting time, then the two factors, Li and (Ui-Li)/(ki+1), can be viewed as
corresponding respectively to processing time and waiting time. Waiting time is in this
case a decreasing function of flexibility which reduces to zero when flexibility is maximum.
Reducing waiting time should also result in a reduction of the level of work-in-process
inventory and the possibility of a bottleneck.

3.2. PN approach for FMS
Petri net mothed is a graphical can mathematical modelling tool, PNs can be used to
describe and study systems with characteristics such as concurrent, asynchronous,
distributed, parallel, non-deterministic, and/or stochastic operations. This system consists of
three machines M;, M; and Ms, and two buffers B: and B with capacity ni and ng,
respectively. Parts will be processed by these three machines with input from the loading
station and output to the unloading station. A PN representation of the system operation is
shown Fig 3. The notation in the net is explained by the following notes;
JR : job ready f Mi
Fj  : Occupied slots in buffer Bj
MRi : Machine i ready to process
Ej . empty slots in buffer Bj
Pi : machine i processing to job
Tk : the processing operation

Fig 3. PN of the system

The purpose of decomposing a PN is to divide a system net into several subnets so that
each subnet can be executed independently. Checking each column, transitions t;, t3 and ts
have synchronization operations. Transition t1 is with MR;, JR, and E: (each one has a
negative value). Transition t3 is with MRs Ez and F: Transition ts is with MR, and F2.
They are listed in the synchronization table of Table 1. At step 3. no row has more than
one negative sign, so no conflict occurs among the transitions and the system net is a
marked graph. The incidence matrix of this system is shown below. Let us begin with the
first column of the incidence matrix. Since t1 column has more than one negative sign.

Entry (MR), t1) is chosen first. The following stages show the entry selection process.
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® Select the entry (MR, t1), Where i = MR;, j = ti;
Subnet

t P

MR; x
t JR X
E; X
MER2 X
t3 Ez X
F X
MR3 X
2 X

—
NS
w
N
S]]
=]

Table 1. The marked graphs synchronizations table
@ Select (MR, tz), Where { = MR;, k = t
@ Select (Py, t2), Where i = P;, k = ty
@ Select (P, t1), Where { = P, r =ty

Factors t t2 t3 4 ts t6
MR -1 1 0 0 0 0
MR2 0 0 ~1 1 0 0
MR 0 0 0 0 -1 1

IR -1 1 0 0 0 0
E: -1 0 1 0 0 0
E2 0 0 -1 0 1 0
F: 0 1 -1 0 0 0
Fa2 - 0 0 1 -1 0
P 1 -1 0 0 0 0
Pz 0 0 1 -1 0 0
P3 0 0 0 0 1 -1

After @ stage is completed, r is equal to j and each row and each column has only one
positive and one negative sign. Therefore, the formation of one subnet is complete. This
subnet is denoted as subnet 1 in the synchronization table. The related information of
synchronization is listed in the table with conjunction of t;, MR; and subnet 1. The next
starting point is (JE, t1) which has a negative sign and is in t; column. The subnet 2 can
be formed with two rows (JR and P;) and two columbus (t; and tz). The third and last
starting point in column t; is (£, t).

3.3 Control system description and modelling

The layout of a FMS based on a case study[m]

is considered for the present
investigation. It consists of three machining centres and a pallet station connected by
(Automated Guided Vehicles) AGVs, as shown in Fig. 4. Local storage is provided at each
machining centre and at the pallet station to serve as the buffer for input / output.
Processing times are considered to be deterministic due to thehigher degree of automation
involved in FMSs. In the PN modelling of a system, the following modelling conventions
are used;

@ Places represent conditions in the system.(machine free, job available in the buffer)

@ Transitions represent activities occurring in the system.

® Token represent the true value of conditions and/or physical objects such as pallets,
machines and AGVs. pallets are assumed to e different for different product types. It is
also assumed that only one pallet is employed for all machine operations on a given part
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Fig. 4 Layout of the FMS
type. A pant on a pallet after completing its processing sequence is moved to the pallet
station, where it is unloaded. The AGV track layout consisting of both bidirectional and
unidirectional segments is shown in Fig. 4. The main advantage of the PNs is that they
ofter modularity in the modelling, which makes the modelling of complex systems easier.

4. Control system modelling for FMS

The manufacturing system control includes machine control, manufacturing cell control,
shop floor control and factory management control. A FMS processes a manufacturing plan
consisting of a set of job. To understand the complex interaction of job, workstation, and
transporter for a given manufacturing plan, replicating system behaviour under varying
operating conditions. By analysing the control model off-line, properties leading to
deadlocks are detected and the throughput rate is estimated. such feed-back information is
useful to the production engineer designing controls for the FMS since it reduces the
overall setup time. Mathematical models for deadlock detection and avoidance in computer
operating system have been studied extensively. These deadlock occur when multitasks are
performed concurrently in order to increase resource utilization. However, such models are
not directly applicable to manufacturing systems, where resources are allocated to a
process in a sequence specified by the process plan.

4.1 Control System Structure

The control model presented consists of algorithms for generating a PN representing the
process flow, detecting deadlocks, and evaluating the performance of a deadlock-free net.
The PN is generated in matrix definitional form(MDF) using the process plans as input.
the PN is checked for deadlocks at each state generated by the state equation.
Performance is evaluated for a deadlock-free PN by computing mean cycle time for the
flow of tokens. Throughput rate is computed from the mean cycle time. The FMS consists
of workstations having a single machine, or a machine. robot unit. These are called the
subsystem of a FMS. Subsystems are often required for assembling jobs independently.
Similar applications are noted on a machining workstation, and a machining cell consisting
of CNC machine and robot. The FMS consists of a set of workstations arranged around a
common transporter(Fig.5). The FMS assembles a job sequentially on a set of workstations



THREBSER % 208 F 4268 19974 58 17

specified in the process plan. Due to the inherent difference in the functioning of the
subsystems of the FMS, separate control models have been developed for each. The control
model basically consists of three modules, each having a function as noted below;

» Module 1. The manufacturing plan specified by a job schedule is transformed into a
PN in MDF. The PN represents the process sequence of jobs, along with
operation time and buffer capacity at each workstation.

» Module 2. The PN is analysed for deadlocks by determining a transition sequence
which allows the PN to reach its initial state, or some predefined goal state.

» Module 3. The deadlock-free PN is evaluated for performance by computing mean
cycle time for tokens to flow in the operation circuit.

4.2 Control system Modelling

PN modelling is a powerful tool for modelling and analysis of asynchronous, concurrent
systems which are different to model using simulation and queuing networks. It is
convenient to model non-product from characteristics, such as multiple workstation holding,
blocking, synchronization, and prioritization, which are common in a FMS™, By
representing the control model as a PN, properties leading to deadlock are analysed, and
performance measures evaluated by assigning a firing time to each transition. In a PN,
deadlock are detected when a sequence of transition firings results in a state from which
no further transition can be fired. In a deadlock, no set of places having input arcs to
transitions can enable any of the transitions. In a FMS, this state occurs when restriction
on buffer capacity prevents flow of a job to the next workstation. Researchers have
modelled automated manufacturing systems using PNs. When changes occurs in the
manufacturing plan, models need updating, and re-analysis for deadlock and performance.
The analyst is required to monitor the model continuously during real-time applications,
which is time consuming for large size systems. Deadlock in a PN are commonly analysed
using the reachability tree technique. The reachability tree is generated from the graphical
from of PNs which allows the analyst to trace the flow of tokens through each path for
detecting deadlock conditions. An exhaustive search of all paths of the tree represents all
possible sequence of transition firings, it could become an infinite tree even for a finite
reachability set. The PN of a manufacturing plan is evaluated for performance by assigned
to each transition of computing the performance measures'. Cycle time for a token to
return back to its initial place is used as a measure of performance. This method is
applicable to small size PNs. Large PNs are evaluated by software package using Markov
chain analysis methods. Once again, the PN in graphical form is generally used as input to
the package. PN models in graphical from offer a good visual description, and ar
convenient for modelling controls of a FMS. Such models become unmanageably complex
to develop and analyse for large system. Researchers have developed a simplified approach
of recasting a PN in matrix from. Deadlock detection is efficiently carried out on this from
of PN using matrix algebra. Control models have been developed generation and analysis
procedure.
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5. Conclusion

Based on fairly simple models, several fundamental results regarding manufacturing
flexibility using PN have been described in this paper. This methodology is based on the
TPN which is developed by using the concept of recursion. Flexibility can be an effective
mechanism in dealing with the disruptive potential of variability in a dynamic environment.

Under conditions of variability it is possible to establish direct relationships between
flexibility and system performance. The advantages of the PN include its ease of
understanding and its readability. The proposed methodology is illustrated with the help of
a FMS consisting of three machine centres and a pallet station connected by AGVs. The
control model generates a PN for a manufacturing plan processed by subsystems of the
FMS. The PN is checked for deadlock and evaluated for performance. Deadlock detected
in the PN can be avoided by reallocating buffer capacities at critical workstation. Controls
systems of FMS play an important role in this transition. For future research an PN, one
can try to combine PNs and real-time control system.
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