Robust Planar Shape Recognition Using Spectrum Analyzer
and Fuzzy ARTMAP
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ABSTRACT

This paper deals with the recognition of closed planar shape using a three dimensional spectral feature vector
which is derived from the FFT(Fast Fourier Transform) spectrum of contour sequence and fuzzy ARTMAP neural
network classifier. Contour sequences obtained from 2-D planar images represent the Euclidean distance between
the centroid and all boundary pixels of the shape, and are related to the overall shape of the images. The Fourier
transform of contour sequence and spectrum analyzer are used as a means of feature selection and data reduction.
The three dimensional spectral feature vectors are extracted by spectrum analyzer from the FFT spectrum. These
spectral feature vectors are invariant to shape translation, rotation and scale transformation. The fuzzy ARTMAP
neural network which is combined with two fuzzy ART modules is trained and tested with these feature vectors.
The experiments including 4 aircrafts and 4 industrial parts recognition process are presented to illustrate the high

performance of this proposed method in the recognition problems of noisy shapes.
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I. Introduction

Invariant shape recognition is of great interest in
many military and industrial applications such as air-
craft classification, characterization of biomedical images,
and the recognition of industrial parts by robots for
product assembly. Most of these shape recognition
systems require an object to be classified in situations
where the position, orientation and distance of the
object are time-varing. Additionally, the systems are
required to be tolerant to noisy shapes results from
the segmentation of objects in varing backgrounds as
well as non-ideal imaging conditions. There have been
over a dozen prior research efforts involving neural
network approach [1]-[5]. Recently, the use of neural
network in the classification problems is rapidly
growing. A neural network can perform the necessary
and suitable transformation and clustering operations
automatically and simultaneously. In other words, an
artificial neural network system is able to abstract the
distinctions among the different type of planar shape
patterns. Additionally, a neural network is able to
recognize complex and non-linear groups in the
hyperspace. This is a distinct advantage over many
conventional techniques. Several studies have presented
the performance of neural network system for the rec-
ognition of planar shape images [3]-[S]. However, an
improvement can be made by increasing the degree of
noise that the neural classifier can tolerate. It depends
on the architecture of neural network classifier and
the selection of feature vector representing object
image. Moreover, for real-time use, the network
architecture should be simple and easy to train, and it
should be considered reducing the dimensionality of
feature vector while maintaining high classification
accuracy. In this paper, the fuzzy ARTMAP incor-
porated with two fuzzy ART networks is utilized as
an artificial neural network(ANN) based classifier
because of its simple structure, its fast training pro-
cedure and its insensitivity to initial set-up parameters

unlike some other neural networks [6]. The several
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successful use of this network on pattern recognition
has been proposed in recent years [7]-[9]. With the
appropriate selection of neural network architecture,
another important factor in neural network approach
for pattern recognition problems is to decide how an
object is presented to a neural network classifier. For
any neural network, the input and thus the represen-
tation, must be in a vector form. Clearly, this vector
representation should hold shape information of the
image and must be normalized with respect to trans-
lation, rotation and scaling of the object image. In
our study, the boundary of a closed planar shape is
characterized by an ordered sequence that represents
the Euclidean distance between the centeroid and all
boundary pixels since the overall shape information is
contained in the boundary of the shape. The amplitude
of this ordered sequence is invariant to translation
because the Euclidean distance with same starting
boundary pixel remains unchanged even the image is
shifted. Then, the contour sequence is normalized
with respect to the size of image. This normalization
includes the amplitude and the duration of the con-
tour sequence. Next, as a means of feature selection,
the fast Fourier transform is taken to the contour
sequense. The FFT spectrum of this sequence is
invariant to the rotation of object and has a better
noisy tolerance than the time sequence does [10]-{12].
After this stage, the spectrum analyzer is applied to
extract three dimensional spectral feature set from the
FFT spectrum. These spectral feature vectors for
object representation have the desired format, a property
to be invariant in size, shift, and rotation, and are
used as the input of fuzzy ARTMAP neural network
classifier for the recognition of four aircrafts and four

industrial parts.

II. Contour representation and feature
measurement

In this portion of the study, the boundary is

characterized by an ordered sequence that represents
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the Euclidean distance between the centroid and all
contour pixels of the digitized shape. This ordered
sequence provides an unique information for each
planar shape. First, the boundary pixels are extracted
by using contour following algorithm from the planar
image and the centroid is derived [10)-{11]. The second
step is to obtain an ordered sequence in a clockwise
direction that represents the Euclidean distance between
the centroid and all boundary pixels. Since only closed
contours are considered, the resulting sequential repre-

sentation is circular as equation (1).

b(N+i)=b@)i=1,2, 3,....,N m

where N is the total number of boundary pixels.

This Euclidean distance remains unchanged to a shift
in the position of original image. Thus the sequence
b(i) is invariant to translation. The next step is to
normalize the contour sequence with respect to the
size of image. Scaling a shape results in the scaling of
the samples and duration of the contour sequence.
Thus scale normalization involves both amplitude and
duration normalization. The normalized duration of
the sequence, 128 points fixed, is obtained by
resampling operation and function approximation.

This is shown in equation (2).

c(K)=bk*N/128) k=1,2,3,..,128 )

where N is the total number of boundary pixels.

After duration normalization, amplitudes are divided

by sum of contour sequence shown in equation (3).

d=ck)/s k=1,2,3,.,128 3)
where s=c(1) +c(2) +c(3) +...... + ¢(128).

This sequence d(k) is invariant to translation and
scaling. In a forth, the 128-point fast Fourier trans-
form is taken to the normalized sequence d(k) by

equation (4) for feature selection.
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127

FB)=Y dm)exp(—j2nkn/128) @
n=0

k=0, 1, 2,..,127 where d (n)=d (n +1) n=0, 1, 2,..,,127.

The amplitude of this sequence, |F(k)l, is unchanged
even after the sequence d(n) is circular shifted [12].
This means [F(k)! has a property to be invariant to
the rotation of the shape. At this point, the spectrum
analyzer is applied to the sequence F(k) as a means of
data reduction. The spectrum analyzer computes the
translation invariant spectrum reported by Ahmed
and Bates [13]. This achieves a considerable amount
of data reduction while retaining enough information
to distinguish the pattern classes. The output of the
spectrum analyzer is a vector of length log, K+1
where K is the number of terms in the Fourier trans-
form of the sequence d(n). For the ordered transform,

the spectral components are

P(0) =F2(0), 3
k-t
P@ =_§;_] [FP(N+F+D ©6)

i=1, 2,..,n where j is stepped by 2' *! and n=log; K.

The zeroth component is the zeroth term of the

Fourier transform squared, and each remaining
component is the sum of the power densities at the
corresponding fundamental frequency and its odd
harmonics. Two adjacent sequency terms, F2(j) and
F2(j +1), are summed at each frequency. These are
analogous to the sine and cosine terms of the Fourier
expansion [14]. In this study, K is 128 point, thus the
vector length of the output of spectrum analyzer is 8.
However, since most of high order spectral compo-
nents are almost zero, the ony first three components,
P(0), P(1), and P(2), are used as input of neural

classifier. They are shown in equation (5), (7), and (8).

P(1)=[F%(1) +F22)] +[F2(5) +F(6)] +[F2(9) + F2(10)] +
...... + [F2(125) + F2(126)] @)
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Fig. 1 Processing flowchart for closed planar shape recognition.

PQ)=[F(3) +F*(@) +{F*(11) +F2(12)] +{F*(19) + F220)| +
...... +[F2(123) +F2(124)] (®)

These feature vectors have the desired format for
planar shape recognition problems, which means they
are invariant to translation, rotation and scaling of
the shape. The overall processing steps in this study

are shown in figure 1.
. Fuzzy ARTMAP architecture

Fuzzy ARTMAP incorporates two fuzzy ART
modules, ART, and ART,, that are linked together
via an inter-ART module, F,,, called the map field.
The map field is used to form predictive associations
between categories and to realize the match tracking
rule, whereby the vigilance parameter of ART,
increases in response to a predictive mismatch at
ART,. Match tracking reorganizes the category struc-
ture so that predictive error is not repeated on sub-
sequent presentations of the input. The basic architec-
ture of fuzzy ARTMAP is shown in Fig. 2. During
the training period, the ART, module receives a data
stream {a} of input patterns and ARTb receives a

data stream {b} of target patterns, where b is a corre-
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sponding target to a. If a vector a is associated with a
vector b, then any other input that activates the a’s
category node will predict the category of target pat-
tern b. However, when a mismatch al the map field
between the ART, category activated by an input a
and the ART, category activated by the input b
occurs, the network increases the ART, vigilance by
the minimum amount needed to search for and, if
necessary, create a new cluster. The new cluster is
created to learn a new ART, category whose predic-
tion matches the ART, category. After the training is
completed, which means the network predicts a cor-
rect corresponding target pattern for each of the
training input patterns, the test input patterns are
presented at ART, without the use of ART,.
Additional details concerning learning algorithms can
be found in [15)-[16] for fuzzy ART and [6] for fuzzy
ARTMAP. For the experimental results shown in the
next section, a fast learning algorithm with a five
-voting strategy [6] and the following parameters were
utilized :learning rate=1, choice parameter=0.005,
vigilance parameter for ART,=0.99 and 0.90, vigil-
ance parameter for ART,=0.5, and the map field
parameter =0.5.

Complement coding is applied to the inputs of the
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fuzzy ARTMAP for the normalization of the input
vectors because proliferation of categories is avoided
in the fuzzy ARTMAP by normalization of the input
patterns [6]. Therefore, the dimensionality of the

neural network classifier input patterns becomes six.
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Fig 2. Fuzzy ARTMAP structure block diagram.

V. Performance assessment and experi-
mental results

The methodology presented in our study, for recog-
nition of closed planar shape, was evaluated with two
different types of data set. One contains the planar
images of four different styles of aircraft and the
other does those of four different styles of industrial
part. These shapes are digitized in 80 by 80 image
plane. They are shown in figure 3 and 4. Ten noisy
patterns were made by adding random gaussian noise
for 25db SNR(signal to noise ratio:db) on the each
reference pattern for training the fuzzy ARTMAP
neural classifier. Therefore the training set for fuzzy
ARTMAP on each of two data sets was consisted of
44 experimental patterns(4 reference patterns and 40
noisy patterns).

The test patterns for fuzzy ARTMAP on each data

set were subdivided into five groups. The first one
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a3 a4

Fig 3. Four aircraft shapes for data set 1.

pl p2

p4

Fig 4. Four industrial part shapes for data set 2.

p3

contains 144 noise free patterns. It was made by 12
(twelve rotated angles with 30 degree increment) x 3
(three type of scale factor, 1, 0.8, 0.6) x 4(number of
reference shapes on each data set). The scatter plots
of three spectral features, P(0), P(1) and P(2), in the
first group of test patterns for each data set are
shown in figure 5 and 6. The plots show that these
spectral features have the acceptable discrimination
ability between each planar shape.

The second group of test patterns contains 1440
noisy patterns for 25db SNR. It was made by 10

(number of random gaussian noise patterns for 25db
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Fig 5. Scalter plots of three spectral featues, P(0), P(1) and
P(2). extracted from 144 noise free patterns for data

set 1 (12(twelve rotated angles with 30 degree

increment) x 3(three type of scale factor, 1, 0.8, 0.6)
x 4(number of reference shapes)).

SNR) x 12 (twelve rotated angles with 30 degree
increment) x 3 (three type of scale factor, 1, 0.8, 0.6)
x 4(number of reference shape on each data set). By
the same manner, the third one has 1440 noisy
patterns for 20db SNR, the forth 1440 patterns for
15db and the fifth 1440 patterns for 10db. Therefore
the number of total test patterns for each data set
was 5904. The fuzzy ARTMAP neural classifier was
executed under two different simulation environments,
Va=0.99 for conservative mode and Va=0.90 for

forced choice mode. The vigilance parameter in ART,,
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Fig 6. Scatter plots of three spectral featues, P(0), P(1) and
P(2), extracted from 144 noise free patterns for data
set 2 (I12(twelve rotated angles with 30 degree
increment) x 3(three type of scale factor, 1, 0.8, 0.6)
x 4(number of reference shapes)).

Va, measures the degree to which the system discri-
minates between the different classes of input patterns[6].
Therefore the fuzzy ARTMAP classifer with a high
vigilance parameter (conservative mode) may not
respond at all to a certain test pattern, which means
the network cannot make stre which class this pattern
belongs to. In our experiments, such a “no response”
of the fuzzy ARTMAP was counted as an error. To
improve the performance of the network, a five
-voling strategy in fuzzy ARTMAP was used, thus
the fuzzy ARTMAP was trained five times on a given
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training set with five different orderings, the predic-
tion of test patterns for each ordering was recorded.
The final prediction for a given test pattern was the
one made by the largest number of simulations. Per-
formance results of fuzzy ARTMAP classifier are
summarized in Table 1 and 2 for data set 1, and in
Table 3 and 4 for data set 2. The numbers in tabels
represent the percentage of correct classifications.

The overall results under both forced choice mode
and conservative mode obtained 100% of classification
for data set 1 and over 98.75% for data set 2 in this
system until the signal to noise ratio was down to
15db. It shows the fuzzy ARTMARP classifier trained

Table 1. Classification results(%) for data set 1 with
Va = 0.90(forced choice mode)

overall
al a2 a3 ad
accuracy
first i
EBTOUP 460.001100.00(100.00] 100,00 100.00
(noise-free) i
second groupf
TP 100.00]100.00]100.001 100,00 100.00
(23db SNR) !
third group
TEETOUP 1 060.00{100.001100.00|100.00]  100.00
| (20db SNR) ¢
forth group .
R 100.00/100.00/100.00100.00| 100.00
(15dh SNR)
fth o
(R BTOUR g0 oo 100,001 99.72 110000] 9986
(1db SNR)

Table 2. Classification results(%) for data set 1 with
Va = 0.9%conservative mode)

with three dimensional spectral feature vector from
spectrum analyzer is highly tolerant to random
variations of the shape of image. The differences
between overall classification resluts with Va=0.90
and Va=0.99 in fifth test group on table 1-4 are
caused by the result from image a4 for data set 1, and
by the results from image p2 and image p4 for data
set 2. Under the conservative mode (Va=0.99), the
classification result with 10db SNR for image a4 on
data set 1 droped to 94.72% from 100% under the
forced choiced mode (Va=0.90), and those for image
p2 and p4 on data set 2 droped to 90.28% from
99.44%, and 96.11% from 100%, respectively. How-

Table 3. Classification results(%) for data set 2 with
Va = 0.90(forced choice mode)

pl P2 3 p4 overall
accuracy
first
TSt 8roub 6 001100.00(100.00{100.00] 100.00
(noise—free)
second group
(25db SNR) 100.00{100.00} 97.22 1100.00; 99.31
third group
(20db SNR) 100.00100.00| 97.50: {100.00| 99.38
forth group
(15db SNR) |00 9972 95.28 |100.00)  98.75
fifth group
(10db SNR) | 2389|9944 9361 1100.00 9674

Table 4. Classification results(%) for data setl with
Va = 0.99(conservative mode)

rall
al a2 a3 ad overa
accuracy
first group 1, 01 001100.00(100.00/100.00| 100.00
(noise-free)
second grouby, 40 061106.001100.00100.00| 100.00
(25db SNR)
third group
100.00/100.00{100.00{100.00| 100.00
(20db SNR)
forth group
100.001100.00{100.00100.00| 100.00
(15db SNR)
fifth group 4§ 00 70 1 9972 (9972 [ 9472 | 98.47
(10db SNR) | 7 ' ' it

overall
pl p2 p3 p4
accuracy
5
lrs.t group 100.00{100.00{100.00{100.00] 100.00
(noise-free)
second -group)
100.00}100. X ! .
third group
(20db SNR) 100.00{100.00{ 97.50 [100.00| 99.38
forth group
100.00{ 99.72 | 95.28 | 100; ,
(15db SNR) {100-90| 9972 | 9528 1100.00)  98.75
fifth group
(10db SNR) | 2361 9028|9389 | 96.11] 9347

40
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ever, most of errors with 10db SNR for image ad, p2
and p4 under Va=0.99 were not “misclassification”
but“ no response” of the system as mentioned before.
This means the network with a higher vigilance par-
ameter demands finer discrimination between pattern
classes. A high vigilance parameter(conservative mode)
can be used under a certain environment where errors

carry a high price in the pattern recognition process.

V. Conclusions

The high performance results from this study show
that the fuzzy ARTMAP neural classifier, trained
with three dimensional spectral feature vectors which
are extracted from the FFT spectrum of the contour
sequences of planar shapes performs well to recognize
the different classes of aircraft and industrial parts
even the planar images are rotated, scaled and
corrupted by noise. And the training procedure for
fuzzy ARTMAP was relatively simple;only one to
two training epochs were required for the network to
learn the presented input patterns and corresponding
target patterns by using the fastlearning algorithm
and a small choice parameter This is typical of this
type of artificial neural network, in addition to being
insensitive to initial set-up parameters unlike some
other neural network architectures. Also, classification
performance can be improved by utilizing a voting
strategy when the availability of training input patterns
is not plentiful. Possible areas for further research
could involve investigation of feature extractions of
the closed planar image which are insensitive to
ramdom variation of image and contain more detailed
shape information for characterization of certain
image class while still maintaining relatively small
dimensionality for the inputs to the fuzzy ARTMAP
classifier. Also, noise reduction process should be
investigated to segment the shape of image from
noisy background for applications to the real world

environments.
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