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Abstract

In this paper, we describe a real-time implementation of a multi-channet andio codec system thai is based on the MPEG-1
audio algonthm. The major fealure of this system is that it has a flexible muhti-DSP system that can be adapted for variouns
applications with using up to four TMS320C40 OSPs. The purpose of this paper is to present the problems of the system
and is to describe the optimized methods 10 solve the problems in the view of hardware and software. Qur audio codec is
composed of an encoder an a decoder system and the bil rate of bitsiream is up Lo 384 kbps. Fasl input/output interfaces,
DSP overloads, and inter-DSP communications methods with high speed arc considered in multi-DSP H/W. Also, to run
real-time in §/W, optimizing methods of algorithm are considered. After implementation of sysiem, the subjective assess-
ment method, and ‘triple stimulus/hidden reference/double blind’ that recommended by ITU-R TG10/3 is adopted for the
quality of our system. All test tiers except onc ure awarded difference grades(dilfgrade) better than — 1. From the results,
mulli-channel audio system can be used for HDTV service.

I. Introduction

Muitimedia system, digital TV and HDTYVY provide us
new nformation services with high gquality, recently. Ac-
cording to the demands of big screen size and high quality
in video, awdio system also requires high resolution. To
give audio services with high qualily, data transfer rate of
768 kbps(48kHz * 16bits) is needed per channel. In audio
service of HDTV, it requires 3.84Mbps in data transfer
rale so that il needs 1o apply compression mcthods of
MPEG-(ISO/IEC 11172-3) 1o transmit data {t].

Recently, based on DSP technology, the complicated
audio signal algorithm is possible o implement for the
operation of real-world service. Various DSP architectures
are, therefore, considered for use in real-time signal pro-
cessing applications. For cxample, parallel processing
archilecture, pipelined processing aschilecture, and array
processor mcthods are considered for the selection of
multi-processor DSP architecture [2]. Most of applical-
ions in muiti-DSP require a fast operation of input/output
interfaces, DSP overloads as lillle as possible, and high-
speed inter-DSP communications. Fspeciatly, the system
which require variable configurations is necessary to de-
sign 1o make it possible to change the struclure inlo
anolher application according 1o user requirements,

The system architecture with multi-DSP, therefore, must

be determined that which hardware configuration and
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software model will be most efficicnt for the user’s appli-
cation to run real-time operation. The most hardware
configurations are the lopology of interconnection among
multi-DSP, memory localily, input/output processing pet-
formance, and synchronization. To design a andio codec
system for HDTV service, it is necessary to the processing
time into how much processing power is necessary to ar-
chive the software purposes. It is neccssary {0 consider
he best structure of H/W and S/W to run in realtime
mode on target hardware board if we use lhe non real-
time algorithm. So, our rescarch concentrated on what is
a flexible hurdware system and how to optimize the non-
rcal lime MPEG-1 algorithm to improve the performance
of overall syslem.

The multi-channel audio codec system adopts the
MPEG-t laver 11 compression method. The system rece-
tves analog data from @ channels and digital data from 4
channcls. Data lransmission rate is up to 384 kbps. The
maulti-channel confliguration is composed ol the two inde-
pendent stereo unils. The audio codec syslem is imple-
mented vsing a flexible multi-DSP system so that il alse
can be utilized 10 various applications as well as HDTY.

I next section, we will describe the concepts and lechn-
iques thal we have experience in designing and implement-
ing the MPEG multi-channel audio system for HDTYV.

1. An Implementation of multi-channel audio
codec

In this section, major features of muli-channel audio codec
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system are described from the viewpoint of hardware con-
figuralion and software functions. And the basic concepts
of software and hardware design are considered. In hard-
ware, a flexible multi-DSP architeclure is considered to
optimize DSP configuration. In software, each method is
explained (hat how to oplimize the function to run real

time among the three DSPs.

2.] Design of Muiti-DSP System

The audio compression algorithm which applied to multi-
channel audio codec requires a lot of computing time lor
the complicsled calculations and the itcrative processes,
and then il is very difficult 1o opcrate the soflware-based
algorithm on real-time, especially for the encoder of MPEG
audio codee. In case of 48kHz sampling rale and 384kbit
ratc per sec, the whole processing time for onc frame of
1152 samples of PCM audio data has to be less than 24ms
[3). Hence one has (o consider a special hardware config-
uration and soflware design scheme because of this con-
strainl. The divided parallel soflware structurc is adopted
for the codec in addition to hardware development with a
parallel or a pipelined multiple DSPs architecture.

In case of one approach that consists of the maximum
pipelined DSPs for data processing of one frame, the
digital data of one frame are buffered into input FIFO
which can slore digital data of 2 channels. The input
audio data read by controlling the input FIFQO are passed
through DSP #1, DSP #2, DSP #3, and DSP #3 accord-
ing to processing procedures, and then encoded audio
bitstream wilh a formatted struclure goes into the output
FIFQ for sending to the decoder. By using this architec-
ture in case of 48kHz sampling frequency and |6 bits
coding, the available total execulion time for one frame
from inpul audio 1o oulput bit siream permitted for the
real-fime operalion can be extended up 1o 96msec in spile
of some delay.

The divided time chart and Lhe processing schedule for
cach DSP in encoder, organized by using the pipelined
DSPs structure, are applied. The overall processing
software of one {rame is divided into 4 steps which are
asstgned to each DSP, i.c., step-t for DSP #1, step-2 lor
DSP #2, and so on. Each DSP musl, that is, {imsh the
assigned  processing itsclf for incoming frame within
24ms, and transfer Lhe resl processing to the ncx DSP.
This lechnigue can exiend the limited time of 24ms to
96ms with some delays.

Using another approach of paraitel DSPs, the audio
data of one frame stored in DSP #1 through the input
FIFO are transferred to DSP #2, DSP #3 and DSP #4
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simultaneowsly. Also, DSP #2 and DSP #3 transfer lheir
processing results to DSP #1 and DSP #4, and then DSP
#4 to DSP #1. Finally, encoded audio bit stream with a
formatted structure goes inlo the output FIFO for send-
ing to the decoder by DSP #1. By using this architecture
in casc of 48kHz sampling frequency and 16 bils conding,
execution time for one frame from mmput audio data to
outpul bit stream [or the real-time operation can be
processed within the total execulion lime of 24msec. One
of these configurations and the number of DSP can be
made by user's choice according to the characteristics of
application area.

The TMS320C40 DSP, which is a main controller of
targel syslem, has the main fealures and many bencfits,
and lhe conliguration of our targel system supporting the
software nalurally affects its execution efficiency. In par-
ticular the 1/O confliguration and the use of available
internal memory and the on-~chip instruction cache all con-
tribute significantly. Because of the computational com-
plexity of the mulli-channel audio codec, unnecessary
processar overheads have to be kepts as little as possible
for the real-time operation.

Most systems use TMS320C40 interrupts (o handle the
transmission of bil stream and sample 1/0. The handling
ol the inlerrupts increases the overloading of processor,
not only due to the cxecution time of the interrup code,
bul also by disrupling the on-chip instruction cache. These
eftect the performance of code loops that could otherwise
execute without memory accesses for instruction fetches.
‘This difficulty can be avoided by placing handlers for fre-
quently occurring inlerrupts in internal memory. This min-
imizes their execution time and also prevents them from
disturbing the instruction cache.

Using the memory boot loader as the other technique
is very cificient to save the access time of executable code.
Generally, RAM wilh zero wait-stale has (aster access
time than ROM. This method is achieved by loading the
executable code within ROM to RAM and by executing
the executable code within RAM.

DSP hardware has been developed for the applications
that required for real-time processing. Also, various multi-
processor DSP architecture, for example, parallel pro-
cessor structure, pipelined processor structure and array
processot structure are the representative architectures for
the complex compufation.

A block diagram of the hardware design considering
real-ime opcration, is shown in Figure 1. This design
scheme is termed here a parallel or a pipeltined DSPs

architecture which consists of a parallel or a serial con-
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nection between DSPs[4]. 1n DSP system, the transfer
methods of data and control signal are important factors.
These are under the influence of the funclional and data
parlitioning which arc allocated among the DSP. Gener-
ally, in casc of parallel processing. disirtbuted memory or
shared memory or shared memory can be uscd for data
communications. TMS320C40 DSP has the exclusive com-
munication ports and this provides for simple circuit de-
sign. But, there are somc problems of the 5M word/sec
restriction of bi-directional transfer speed and this bring
about much transfer lime. Also, there 1s shared memory
for transferring data among DSPs. This system has input/
oulput FIFOs for the efficient 1/O process.

Fig 2 shows the transfer delay in Multi-channel audio
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Figure 1. An example of a parallel or a pipelined DSP architee-
ture{in casc of encoder).
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Figure 2. The processing delay lime in Mulli-channel audio en-
coder H/W
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encoder. In cncoder, DSP #1 transfer to DSP #2 and
DSP #3, DSP #2 transfer to DSP #3, DSP #3 transfer to
DSP #2 and DSP #1. The transfer methods arc performed
by DMA(Direct Memory Access) in all DSPs. If the syn-
chromzation problems of data transfer happened, the de-
lay processing time can he maximum (o 1.01ms(DSP #]
—DSP #2/DSP #3:0.6%9ms, DSP #2 — DSP #3:0.045ms,
DSP #3—DSP #2:0.045ms, DSP 43— DSP #1:0.23ms}

2.2 An Implementation of Algorithm

MPEG audio algorithm uses the psycho-acoustic mod-
clling, which is called perceplual coding, to compress
audio signals. The basic idea behind perceptual coding of
high guality digital audio coding signal is to hide the
quantization noisc below the signal-dependent thresholds
of hearing. The psycho-acoustic model calculates the min-
imum masked threshold that is necessary to determine the
just noticeable noise level lor each band in the filter bank.
A calcutation of the actual masked threshold is necessary
for a perceptual coding syslem. The algorithm conlains a
vitrious o various mathemalical functions with computa-
tional complexity. The properlies of like these have an in-
MNuence on the consideralion of using DSP. Al first, we
implement the psycho-acoustic model with high level lang-
uage for many mathemalical functions and many looping
processes in modules, High level language docs not fully
witize the performance of DSP struclure. ¥FT rouling
and subband filtering include very many ileration loops
and bil mampulation operations. Therefore, these oper-
ations consumed liming in C lanpuage. So we replaced
FFT routine and subband filtering module wilth assembly
routine. And we use matrixing operation which provided
in DSP architeclure]9]. In general, processing time Tor
mathematical functions like sine or cosine is consuming in
time. This problem can be solved by using proper look-up
table. And the size of table is concerned with resolution
of resulls. 10 is important (o decide proper size of table. In
case of Yooping processes in modules, we analyzed whether
module conlains parallelism or not. Also, it is nccessary
(o analyze inler-tonncetion among each module. To min-
imize 1he processing time in maodules, we considered
propet processing scheduling between todules.

This scquential main program divided inlo 2 subblock
for parallel processing, which is one for psycho-modeling
module and the other is encoding module except psycho-
modeling. Psycho-modeling module is performed in DSP
#2 and the other module in DSP #3, respectively. Here,
the number of { ) is number of instruction cycle and

penod of one instruction cycle is 50 nsec.
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. Performance Analysis of Multichannel Audio
Codec

3.1 Execution Time

Finally, as an example, we applied the methods for
optimization inlo psycho-modeling module in encoder
program. Calculation of sound pressure level, extraction
of tonal components, calculation of noise signal and mas-
king threshold are considered. We described the methods
to reduce the processing time in psycho-modeling below.
Audic data performs by frame unit that is composed of
1152 samples. In psycho-modeling, it uses 1024 samples
excep! Lhe first and the last 64 samples. And it has delays
of 192 samples to synchronize with subband filtering. So,
we have sufficient 192 buffer size and define the first
locations of buffer wilh starling address. These make it
possible not to calculate the address. So, the time lo cal-
culate address is saved. Also, the bil reverse operation of
data performs during data transfer by DMA, preliminary.
FFT{(Fast Fouricr Transform) necds bit reverse operation.
We use data of real value only, therefore, we do nol need
to caleulate the imaginary dala. And we use bit reverse
operation that is provided in DSP. So, it is possible to re-
duce the time compared with FFT with complex data and
bit-reversc operalion. Here, il is necessary of window
function to make it reverse bit address in advance. A cal-
culation of SPL(Sound Pressure Level) calculates 512 en-
ergy with real and imaginary data which is gained from
FFT and transforms into log based values. From 512
values, it calculates 27 energy value. So we can reduce the
amount to use log function from 512 to 27. Extraction of
tonal signal is to find the signal above 7 dB compared
with neighbored signals. 1t extracts the useless period
signals by using critical bands and absolute threshold
values. We found important period signals in advance. Tt
is necessary to make the table of ahsolute threshold
values in case of getting rid of usecless data, Noise calcu-
lation performs for critical bands and sums all of the en-
ergy cxcepl period signals. And then il caiculates the en-
crgy and find the location of noise signal. We use the
oulput of FFT. Output of FFT is absolute energy so that
it can be possible to calculate by adding all the critical
band values. This melthod has small computationat com-
plexity. Like calculation of tonal signal, it extracts useless
noisc signal in advance[9]. Masking threshold applies
tonal signal and noise signal with masking functions. It is
neccssary to stop calcubating if masker in frequency is
bigger than minimum masking threshold in subbands.

While we are seeking for minimum masking threshold for
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cach subbands, we find the minimum value in advance,
which is the masking threshold value in each subbands.
Here, method for finding minimum masking threshold is
simplified.

In Table I, we compared the computation time of
modules before and after using above modification. The

results depict for the execution cycle and processing time.

Table 1. Calculation results after using optimization method

Before Aller
Cycle Number/ | Cycte Number/ | Results
Time(ms) Time{ms)

Data input

TI9729|/9.86 124251/6.2% |37.0%

FFT, SPL Calculation | 502164/25.11 | 90832/4.54 |81.9%

43398/2.17 21574/1.08 |88.6%
296223/14.81 17201/0.86

Tonal labeling
Noise fabeling

Threshold calculation | 1316244/65.81 | 340629/17.03 | 74.2%
SMR calculation 4823/0.24

Tolal 2486265/134.31| 715761/35.79 | 71.2%

3.2 Quality Evaluation

After the implementation of our multi-channel audio
codec, preliminary hearing test is performed in a listening
room to assess the coded audio quality. Usually, the sub-
jects who parlicipate in the test we required 1o mark the
perference by evaluating the perceptual difference only
between the two codecs. To assess the quality of multi-
channel audio codec, the proper experiment design is
nceessary Lo obtain a reliable result, Test materials are
made by using the reference signals and the reproduction
signals. But, it assumes that subjects do not know the
combinalion of test sequence. The subject lisiens a test se-
quence and put on a 5 kind of relative scores for the two
signals. After that, the results come oul a difference grade
between the score of reproduced signal and that of refer-
ence signal. 10 subjects are participated in the assessment
test, and they take a training course for the familiarity
with the test items|7]{3].

The subjective quality for the implemented audio codec
were, in this paper, considered as evaluation ilems of
multi-channel audio codec. The test materials for the sub-
jective quality assessment of multi-channel audio codec
are shown in Table 2.

Subjective quality test was implemented in the lisiening
room which is designed according to the specifications of
ITU-R TG 10-3 and EBU experts group G1/LIST. The
listening room which satisfy the reference listening con-
dition of MPEG audio group and has the characteristics
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of reverberation lime of 0.2sec, room arca of 4.7m X 6m X
3m, initial reflection sound of —14dB, and background
noisc of 40dBA[S](6).

Table 2. Test materials for the subjective assessment.

Item | Contents periods{msec)
—]—--- i Cinemé musicu(lndiam.x-Johnse}_Tm_
2 Movic effect sound(Night Bird) 12 o
3 Movie effect so;md(Ski Jump) 13 o
4 Commer;l-ary of tennis game 15 o
' 5 Male speech of English ; . ]

An cxperimental environment is shown in figure 3.
Original data and reproduced data are prepared for the
experiment. The reproduced signal is recorded in DAT
from the multi-channel audio codec system. And then,
the data are stored in a PC and the sound level is edited
by using a multi-channel editor.

Figure 3. The experimenial environmenl

Subjective test method used in this paper is “double
blind triple stimulus with hidden reference™ and conlinu-
ous S-grade impairment scale with corresponding differ-
ential scare between originat signal and coded signal. The
differential grade by lest result is calculaled by the fol-

lowing equation.

Diff-Grade = Score of hidden reference signal-Score of coded

test signal

Figure 4 shows the average differential grade belween
oniginal signal and coded signal of multi-channel audio
signal with 5 channels, 48kHz sampling rate, and 16bit
coding. The average differential grade falls below —1 in
case of 320kbit/s rate for § test materials and is —3 with
annoying in 128kbit/s rate. The former is a compression
rate of 12: 1 and the latter 30:1.
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Test material NO.
#1 #2 #3 #4 #5

-~ 384kbps -~ 320kbps -B 256kbps ¥ 128kbps

Figure 4. Diff-grade of test malerials by bit rate.

V. Conclusion

This paper described major features of mulli-channel
audio codec system. And it considered two aspects of
software and hardware design. In hardware, a flexible
m:ulti-DSP architecture to optimize DSP configuration is
researched and to verify a llexible configeration, multi-
channel audio codec was developed, and then the evalu-
ation result was described. To run real-time operation
with 3 DSPs of TMS32C40 50MHz, the architecture can
be configure with a pipelined and a parallel methods. In
sofiware, 1o implement the non-real fime soflware, we
adopt parallelism of algonthm, look-up lable of math-
cmalics lunctions and bit reverse operations that provided
in DSP. And the results which have applied for MPEG-1
layer I are shown in table of contents.

Finally, the subjeclive assessmenl is performed by
“triple stimulus/double blind” method. In the subjective
qualily test, 10 subjects are participated in the test. The
results show thal the average differential grade between
original signal and coded signal of multi-channel audio
signal, 48kHz sampling rate, and 16bil coding lalls below
—1 in case ol 32Ckbit/s ralc for 5 lest malenals and is
—3 wilth annoying in 128kbit/s rale. H means thai the
coded signal is hard to perceive the difference from the
originat one. From these results, we confirm that the qu-

ality of our codec is acceplable for broadcasting syslems.
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