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Abstract

The fulure leleconferencing systems will need an appropriate system which controls properly the acoustic echo for the

convenient communication. The conventional acouslic echo cancellation algorithms involve large adaptive filters identifying

the impulse response of the echo path. The usc of adaptive 11R fillers appears to be a reasonable way to reduce computa-

tional complexity.

Effective cancellation of acoustic echo presented in teleconferencing system requires that adaptive filters have a rapid

convergence speed. One of the main problems of acoustic echo cancellation techniques is that the convergence properties
degrade for an highty correlated signal input such as speech signals. By the way, the introduction of lincar prediction filters

onlo the structure of the acouslic echo cancellation represents one approach to dccorrelate the speech signal. And variable

step-size LMS algorithm improves the convergence speed through a little increasing of computational complexity.

In this paper, we applied these two methods to the acoustic echo canceller(AEC) and showed thal these methods have

better performances than the conventional AEC.

1. introduction

Recently, with increasing demand and interest in tele-
conferencing, more ideal environment, that is, the system
which can communicate well with the someone in a far-
away place, as if they were in same place, is to be needed.
In teleconferencing syslem, the reccived speech signal of
the far-end talker can be heard to near-end talker through
the speaker and this signal goes back through the micro-
phone and communication channel and can be heard lo
far-end talker. Furthermore, because the same ITequency
signal occurs repeatedly, the howling is happened and
made us feel the uncomfortabality in communication. To
remove these problems, the acoustic echo canceller is to
be needed indispensabl y{6]9].

Up to now, the research on the AEC is mostly about
the structure using the adaptive FIR filter, becanse FIR
filter can be implemented easily and assure the stability of
the adaptive filter. But the conference room has the very
long impulse response of the acoustic path, about t00

msec~400 msec6][91. 1f the signals are sampled at 8kHz tlo
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implement this system with digital system, there are con-
siderable problems in real-time realization because FIR
filter needs thousands of taps. But the acoustic echo path
can be modelled well with ARMA model. So we are able
10 realize the acoustic ccho canceller in real-time with far
fess laps than those of FIR filter if we use an 1IR adapt-
ive filter[6). L.MS algorithm has been widely known due
to its simplicity and robustness, leading to its implement-
ation in many applications. And, in LMS algorithm, the
value of the convergence factor, i is known lo determine
the convergence characteristic of the algorithm, stability,
and the error in the stationary state. Also the conver-
gence speed and the MSE in the stationary state are pro-
portional to u[2]. By the way, the convergence character-
istic of LMS algorithm depends on the eigenvalue spread
ratio of the autocorrclation function of the input signal,
stochastic characieristic of the input signal. Therefore, if
the signal with large eigenvalue spread ratio, about 3000,
is used for the input of adaptive filter, the convergence
speed of adaplive filter is limited. The pre-whitening fil-
te(PWF) diminishcs the cigenvalue spread ratio of the
autocorrelation function of input signat using adaptive fil-
fer with fewer faps. Lately, the new adaptive filtering
technique was proposed. This method uses the PWF to

decorrelate the input signal randomly and improves the
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convergence speedf10][11]. Bul seeing the power accumu-
lation spectrum since the colored noise and the signal
noise pass the PWF introduces the fact that the cigen-
value sprecad rabio is larger than that of the while gaussian
noise as usual even if the ratio decreases significantly be-
fore passing the PWF.

To improve the convergence speed of the signal which
passes through the PWF, we use the vanable step-size
LMS(VS-LMS) algorithm, which varies the convergence
factor in time. And VS-LMS algorithm has been widely
applied to communication environment, with frequently
varying channel, such as equalizer for commumcation[3]
{4][71. In this paper, we whitened the inpul signal by using
thc PWF and used the VS-LMS algorithm for IIR filter
instead of the conventional VS-LMS algorithm for FIR
filter and applied this system to the acoustic ccho cancel-
ler. We showed that the acouslic echo canceller with the
structure and algorithm used in this paper yields a super-
ior performance to the conventional AEC when we esti-
mate the acoustic path of room in & time-varying cn-
vironment, This paper is organized as follows. Section [}
introduces the structure of TiR fitter used in this treatise.
In section I, the structure of PWF and the TIR VS-LMS
is described. Scction IV explains the simulation results of
the proposed algorithm and its structure. Finally, section
V summarizes our resulls and suggests a future work.

II. Adaptive HR filtering

Adaptive {IR filter can be classified into two methods,
equation error method(EEM} and output error method
(OEM), according 1o the method by which we get the er-
ror Lo be minimized such as (1) and (2).
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The filter output of the EEM is made up of the linear
functin of the filler coefficient because the EEM doesn’t
include the recursive component of the filter output. On
the other hand, the filter output of the OEM is comprised
of the nonlinear lunction of the ftller coefficient because
it includes the recursive component. If the EEM is used,
the MSE has the only one global minimum and the local
minimum doesn’t exist. But this method has the demerit
that the cstimated coefficienl of the system can be biased
if the estimated noise exists. On the other hand, in case of
using the OEM, MSE may not be converged to the optimal

value because there are many local minima. But the coel-
ficient bias doesn’t occur. Therefore, there is a trade-off

between the coefTicient bias and (he local minimum|I}.
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Figure 1. Adaptive IIR filter using EEM.

Adaptive 1IR filter using the EEM is illustrated in Fig.
1. The EEM ecstimates the unknown system coeflicients
and has two FIR filters such as Fig. 1. Using the EEM is
the same as cstimating the two FIR filters. Because we re-
solve the stability problem, the defect of the OEM and
EEM, we can assure Lhe stability in all systems[!][3].
LMS algortibm using the EEM is as follows. In (1), input
vector and tap coefficient can be given by (3) and (4) re-
spectively. The output of the filter can be expressed as (5)
and the error can be given by (6). LMS algorithm using
(5), (6) and equation error melhod can be rewritten by
7.

A(n}=ao(n), -+, ay-1(m)”

Bin)=1,(n), -, bu(n)] (3)
X0 =[x(n), -, e~ N + DI

Dim)=\dn—1), -, dn—MN" @)
yel1) = AT(5) X(n} + B (n) D(n) )
eln)=d(#n) — yn) (6)

A(n 1) = A(n) + pe(n) X(n)
B(n +1)= B(n) +veln) D(n) Y]

Generally, the inpul vector and the coefficient vector are
written by each vector. Because, in adaplive IER filter, the
convergence speed varies whether the convergence factor
of MA part and AR part is the same value or not[9), to
generalize this fact in the viewpoint of convergence fac-
tor, we can express separatety the input and the coel-
ficient vector of AR and MA part such as eq. (3)~(7). In
(7), convergence factor, the function of time, becomes
larger in proportion to the size of error. And if the etror

diminishes, the value of convergence factor is controlled
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lo a small value.
M. R VS-LMS Algorithm and PWF Structure.

2.1 IR V5-LMS Algorithm

Rescarch on variable step-size for adaptive filler has
much diversity, The melhod of changing the convergence
factor according 1o Lhe change of cslimated gradienl sign
and the magnitude of error using the error of Nlter have
been studicd(3[4H71. Bul if these algocithms are used in
an adaplive 1R filter, the performance is restricted largely
by many parameterss, lurthermore, the algonthm has the
same value when Lhe convergence lactor of AR and MA
patl is changed. But us explained in section I, the con-
vergence factor of AR and MA is (o be changed dil-
ferently. So we used the proposed g-algorithm in [7} and
|8 ta the adaplive LR filter.

Generally, in LMS algorithm, the cocflicient ol adapt-
ive filter is adapled 10 mimmize the MSE. Theretore con-
vergence factor can be cxpressed such as in () and (9} if
the sume method as LMS algorithm is used|8). In (8) and
(9}, p is another convergence constant, which controls the
adaplive speed of varyinp convergence constant. 1f the
value p i1s small cnough, the p-algorithm adapls stably.
Eq. (10) shows the cocfficicnt update equation of AR and
MA part.
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2 Auln—1)
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=pln=1) T 24A(m Ml —1) -
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Un)=un—1) 2 D) eln—1)
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=MD TR =1 ©)
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A +1) = A(n) + p(xn) e(s2) X2}
B(n + 1) = B(n) +Un)eln) Din) {10)

Tablc 1. shows the comparison of the multiplication
complexily between the ITR LMS algorithm with fixed
convergence conslant and the IR LMS algorithm with
variable slep-size. The mcerease of a httle multiplication
complexity, about onc and a hall times, shows the im-

provement of convergence speed.
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Table 1. The comparnson ol computational complexity

Algorithim :(('bll‘l}'lltillioﬂfll complextty

Frved stepesize HROTMS 2{N+NY}

Varable step size R LMS INEMp

2.2 PWF Stiucture.

If the input signal is white noise, this signal has the sm-
all cigenvalue spread ratio of autocorrelation matrix. So
when the conventional adaptive LMS algonthm is used, it
yields a comparatively rapid convergence speed. Eigen-
value spread ratto delermining (he convergence speed 1s

expressed in (11).

XR)= kmn/kmin an

Bul, il colorcd noisc having large correlation ratio
among signals is used as an nput, this algorithm is restr-
icled by convergence speed. In this casc. it the linear pred-
iction error filter 1s used, we can decorrelate the input sig-
nal such as spcech. So decorrclating the signal using the
linear prediction filler in front part of adaplive filter and
inputling the signat with decreased cigenvalue spread
rabio 1o adaptive filter show the improvement of conver-
gence speed[10)]11]. In this paper, we proposed the equa-
tion crror method adaplive R filter, introducing the pre-
whilcning method, and illustrated the structure in Fig. 2.

Reverang Raom

x(n)

~. oy
i

e | . o
7771‘1’4 R ,(,,),,J v Ny
~+ AEC T v s i
yo) ! )‘» I = ! R !
! [T B )

L
. v,

i 17100z (3 e

() - o ) H’,_(U}C /

V,_J“(‘”) -

Figure 2. Acoustic echo canceller using PWF.

| — P(z) is lhe linear prediction filicr which decorretates
the input signal x(»2), and decreasces the cigenvalue spread
ratio of x(»). We should make two palths, the estimation
path through (1 —P(2)) F*z) and 1he real propagalion
path system throngh H{(z), the same in order to cstimate
real impulse response H(z) with adaptive TIR fiter //%(2).
Therelore PWF (1 — P(2)) has to be copicd into the real
propagation path. {12) shows the mathematical relation-

ship of this method.

H(2H) = 2D = H2) (1 — P2 {12)
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To restore the error signal e,(n) distorted by PWF, the
inverse filter of PWF in oufput part is required. [iq. (13)
shows this inverse filter.

R(z)= a3

[
1-P(2)
Inverse filter has poles, so the inverse filter assuring the
stabilily of system is needed. Fig. 3 and 4 illustrate the

lincar prediction filter and its inverse filter.

x(n) o) f,(fj{__

b, - b,(;l.)“

Figure 3. Lattice predictor.

Figure 4. Inverse model of lattice predictor.

in a lincar prediction filler using the lattice structure, if
the reflection cocfficient of the estimatlion filter is deter-
mined 1o minimize the forward estimatin error and back-

ward estimation error concurrently, the reflection coef-
ficient is made less than 1. From this reason, we can see
that the stability of the inverse fifter pole with the same
reflection cocfficient as the estimation filter is assurred.
(14)~(18) show that the relalionship of the estimation fil-
ter input and output in lattice structure and itlustrate the

reflection coeffictent regulation method.

S o2} = ba(2) = x(n) (14)
S =fiof(n)—kinyb;_\(n—1) l<i<L (15)
bn)=b,_(n—1)~kin)fi-\(n) I<i<L (16)
xp(n) =1 (n) an

kin 1) =kin) +24 100 i (n— 1) +b.(n}fi-(n))  {(18)

wherc xy(n) decorrelates output of the lattice structure
predictor. In laftice siructure predictor, used in the part
which desired response signal is inputted, and the inverse

lattice structure, used in the inverse filler, we uscd the

copied reflection cocflicient, which is estimated in (he
standard input part. Distortioned estimation error signal
e,(n) of cquation error method LMS algorithm is restor-
ed by the inverse lattice filter. In this case, the relationship

between input and output of inverse lattice prediclor is as

follows,

S om) =exln) (19

So.dny=fpiam) the i 0\0)bp i _irvin=1) 1<i<L
Q0

bp i) =bp .- in—1) +hin)fp i {m) 1<igL Q1)

el =1p ((n) (22)

where &(n) is a restored estimation error.

In PWF, the recursive least squares lattice(fRLSL) al-
gorithm using posteriori estimation c¢rror for cocfTicient
updaic algorithm performs betler than the LMS algor-
ithm for update algorithm. Relationship between input
and oulputl of estimation filter for lattice struclure and
the reflection coefficient updale equalion are represented
in eq. (T.2-1)~(T.2-12} in [13]

IV. Simulation Results

Fig. 5 shows the teleconferencing system baving acous-
tic echo canceller. Jn telcconferencing system, the transfer
function of conference room acouslic path has poles
which is close to the unit circle and Lhe frequency charac-
teristic of transfer function is flat in overall frequency
tin. And the fransfer funclion of acoustic path s mod-
elled well by the 10th or 20th ARMA model, representing
weil the upper performances|6].
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Figure 5. Teleconlerencing system with AEC,

Receiving Room

Acoustic path used in this paper is represented in q.
(23). To present the case that the environment of acoustic
path changes, we assumed that the system is changed
from eq. (23) to (24) in 10,000 samples among 20,000 sam-
ples used in simulation,

Colored noise and the real speech signal are used for

input signal x{(»)}. And colored noise is made its vaniance



I by passing while gaussian noise wilh zero-mean into

low pass filter wilh different cigenvalue spread ralio.

—0.8 427"

I (n)= 08z (23)
—0.85+z°"
H*(n)= *{'_'W (24)

The eigenvalue spread ratios of all-pole filter (25) and

(26) are about | [, 323, respeclively.

Ad2)  1-1.6z"" +095z-"

L
A(2) 1-092 1

(25)

(26)

Desired response signal () is oblained, signal-to-noise
ratio(SNR}) to be 30dB, by adding v{»). Estimalion noise,
white gaussian noise with zero-mean, has no correlalion
with input signal. The algorithm for 1IR filtes uses the
cquation error method and simulates with oplimal degree.

And the orders of HR filter used in this paper arc 50
for AR parl and 50 for MA part. The comparison of
convergence speed is made by using the MSE Tor colored
noisc and lhe ERLE for speech signal. MSE curve was
obtasned by cnsemble averaging over S0 independent
trials of simulations. To evaluate performance criterion,

ERLE curve for speech signal is delined in (27).

l;f [d*(n—D]

ERLE() =10log 10 | ——————— | |dB) 27
L le*m—a)l
e

And the tap number of laltice filter is lhe order of AR
parst and 12 in case input is cotored noise and speech sig-
nal, respectively.

When the coefficient of system funclion is varyving and
the noise is 30dB, 100dB, the result of cach simulation
shows that the combination method of RES for PWF and
#-LMS for adaptive filter has the besl performances. And
in case of eslimating the cocflicient, this method shows
the best coefficicnt estimalion performance. Also this
method does present the same performance when the in-
pul is speech.

Fig. 6 illustrates the impusc response used in this paper.
Fig. 7 shows the speech signal, which is sampled by an wo-
man, " SItehn B2 o Ao Arie EE
T F4EE AY2 slolok 3teh.” Fig. 8 and 9 show the
performances the updating of weight when the unknown
time coefficient is constant and varying, respectively. Fig.

10 illustrates the comparison of MSE in thrce structures,
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VS LMS. combinalion of LMS algorithm lor PWF and
VS_LMS. and combination of RLS algorithm tor PWF
and VS_LMS, when noise is 30dB and adaptive system
coefTicients(ASC's) are constanl. As shown in [ig. 10, the
structure of PWIT_RLS & VS ILMS bas the best per-
formance. And fig. 11 illustrates the comprarison of MSE
in Lhree structures, V8 LMS, combination of 1.MS algor-
ithm for PWF and VS LMS, and combination of RLS
algorithm for PWF and VS_LMS, when noise is 30dB
and ASCs arcr't varying. As shown in Fig. |1, the stru-
clurc of PWEF_RLS & VS EMS has the best performance.
Fig. 12 shows lhe simulation result in the same algorilhms
when ASCs are varying. And Fig, 13 illustrates the ERLE
ol three structures, TDL LMS algorithm for FIR, VS_
LMS algorithm for 1IR and the combination of PWF_
LMS and VS_LMS for HR filler. Also. the FRLE of
THLE LMS alporithm for FIR, V8§ LMS atgorithm for
IR and the combination of PWF RLS and VS_LMS
for IR filter is shown us Tig. 14, The inpul signal used in

tig. 13 and 14 is speech signal.
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Figure 6. Impulse response of echo path in real environment,
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Figure 7. Speech signal.
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Figure 8. Trajectorise of weight when unknown system coefficients
{USCs) are constant.
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Figure 10. MSE curves according to structures when USCs are
consiant (SNR = 0dB).
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Figure 11. MSE curves according to structures when USCs are
constant (SNR = 30dB).
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V. Conclusions

In teleconferencing system, having considerably long im-
pulse response, about 100 msec-400 msec, and varying its
cnviconment frequently, there is problem in real imple-
mentation if the adaptive FIR fiter is used for acoustic
echo canceller. Thetefore, in order to diminish the tap
number of adaptive filter, we used the adaptive IIR filter.
And we used the PWF structure to speed up the conver-
gence speed and to decrease the degree of correlation of
input signal. Also IR VS-LMS algorithm was used for



improving the convergence speed. This paper showed that
the combinational structure of these two methods applied
in AEC is supenior to the conventional AEC. And this
paper represent the best performance is shown when RLS
algorithm is used for PWF and VS_LMS algorithm is
utilized. In the future, the rescarch on the combinational
method of other algonthms for PWF and another VS_
LMS type algorithm will be presented.
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