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Learning Fuzzy Rules for Pattern Classification and High-Level Computer Vision

*Chung-Hoon Rhee

Abstract

In many decision making systems, rule-based approaches are used to solve complex problems in the areas of pattern 

analysis and computer vision. In this paper, we present methods for generating fuzzy IF-THEN rules automatically from 

training data for pattern classification and high-level computer vision. The rules are generated by constructing minimal ap

proximate fuzzy aggregation networks and then training the networks using gradient descent methods. The training data 

that represent features are treated as linguistic variables that appear in the antecedent clauses of the mles. Methods to 은;en- 

erate the corresponding linguistic labels (values) and their membership functions are presented. In addition, an inference 

procedure is employed to deduce conclusions from information presented to our rule-base. Two experimental results involv

ing synthetic and real data are given.

I . Introduction

For many high-level computer vision systems, rule

based approaches have been used to design systems that 

try to perform complex tasks such as image understand

ing and scene interpretation [11-|4]. In these systems, com

mon-sense knowledge about the world is represented in 

terms of rules, and the rules are then used by an inference 

mechanism to arrive at a meaningful interpretation of the 

contents of the image. F나Hh아11102, determination of pro

perties and att「ib니]cs of image regions and spatial re

lationships among image regions is critical for high-level 

vision processes involved in tasks such as autonomous 

navigation, medical image analysis, and scene interpret

ation. In domains s니ch as the blocks world |5| and the 

world of generalized cylinders [6], the properties (features) 

of the objects in the image can be precis이y defined. 

Therefore, existing techniques for scene description and 

interpretation perform quite well. However, when the at

tributes of objects and spatial relationships b이ween ob

jects are not well-defined (as in the case of outdoor 

scenes), traditional techniques may not be adequate. For 

example, in a「니e・bascd system to interpret outdoor 

scenes, a typical njlc may be

IF a region is RATHER GREEN AND HIGHLY 

TEXTURED AND

IF the region is SOMEWHAT BELOW a Sky region

THEN it is Trees.

The above rule may be translated as:

IF the greenness of a region is RAT이ER HIGH AND 

the texturedness is HIGH AND

the b이owness of it in relation to Sky regions is

SOMEWHAT 너IGH

THEN it is Trees.

The terms such as MRATHER HIGH,” “HIGH," and 

"SOMEWHAT HIGH*'  are known as linguistic labels. 

Linguistic labels, as well as attributes such as “green” and 

wtextured" defy precise definitions, and they are best mo

deled by fuzzy sets (fuzzy linguistic variables [기). Simi

larly, spatial relationships among regions such as u left-of/ 

“above," and "below” are difficult to model using the all- 

or-nothing traditional techniques [8]. Therefore, we be

lieve that a fuzzy approach to high-level vision will yield 

more realistic results.
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In the existing「니e based systems for high-level vision, 

the rules are 나sually enumerated by experts. However, 

this procedure is rather tedious if the number of rules is 

large. Moreover, in a fuzzy approach, one needs to spe

cify not only the rules but also the membership functions 

associated with the various linguistic labels. The member

ship functions for the labels need to relate to feature data 

if the system is to perform reasonably well. Therefore, the 

designing and modeling of membership functions is a cru

cial aspect in rule generation. There have been many stu

dies in the control area that Klate to modeling of mem

bership functions and r니e generation [9]-[12|. These me

thods have been shown to be very effective. However, 

very little work has been done in applying these ideas to 
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the area of rule-based computer vision. We believe that 

this is a promising area of research and therefore, this is 

the focus of this paper.

In this paper, we present methods to generate fuzzy 

IF-THEN rules as well as the membership functions of lin

guistic labels associated with the rules automatically from 

training data. The proposed methods are particularly suit

able for pattern classification and high-level vision. Jn Se

ction 2, we describe the fuzzy aggregation operator (e.g., 

generalized mean), and fuzzy aggregation networks which 

we propose to use in our approach. In Section 3, we pres

ent a method for generation of fuzzy rules from training 

data that involves features with the various steps involved. 

In Section 4, we present a method for inference that can 

be employed with our rule-base to deduce conclusions 

from input information. Section 5 presents experimental 

results involving our rule generation and inference method 

for computer vision applications. These examples involve 

synthetic data and real data from images. Finally. Section 

6 gives the summary and conclusions.

II. Fuzzy Aggregation Operators and Networks

In [13][14], the properties of several union and intersec

tion connectives, the generalized mean, and the /-model 

have been investigated. The behavior of these connectives 

when they are used in fuzzy aggregation networks has 

also been investigated. In particular, the generalized mean 

operator [1 5] (given below) has several attractive proper

ties.

/ ” \ i/z*

g从*1, …，及加)= £ WiX!-,

n 
where £ 払=1. (1)

I =)

For example, the mean value always increases with an in

crease in p [15]. Thus, by varying the value of p between 

-8 and +cq we can obtain various types of aggregation 

for values between min and max. For example, g_ 心 is 

the min operator, go is the geometric mean, and g«, is 

the max operator. Therefore, in the extreme cases, this 

operator can be used as 나nion or intersection. Also, the 

w/s can be thought of as the relative importance factors 

for the different criteria due to the constraint.

In [13][14][1 이[17], the authors discuss methods for man

aging the uncertainty inherent in properties (features) 

while decision making by means of hierarchical fuzzy ag

gregation networks. In these hierarchical networks, each 

node aggregates the degree of satisfaction of a particular 

criterion. The inputs to each node are the degrees of sat

isfaction of each of the sub-criteria, and the output is the 

aggregated degree of satisfaction of the criterion. Such hi

erarchical networks are known as fuzzy-connective-based 

aggregation networks, or fuzzy aggregation networks for 

short.

It has been shown that optimization procedures based 

on gradient descent can be used to determine the proper 

type of aggregation connective and parameters at each 

node, given only an approximate structure of the network 

and given a set of training data that represent the inputs 

at the bottom-most level and the desired outputs at the 

top-most level [13|[14]. Also, it has been shown that such 

networks are capable of detecting certain types of redun

dant features in a decision-making problem. If the attri

butes, properties, and relationships used in antecedent 

clauses of rules in high-lev이 vision systems are interpreted 

as criteria, then one can model rule-based region labeling 

also as a hierarchical network. In this paper, we use this 

idea and the redundancy detection capability of fuzzy ag

gregation networks to automatically generate fuzzy rules 

from training data.

ID. Methods for Learning Fuzzy Rules 
Involving Features

Properties (features) of classes can provide the necess

ary entities for proper rule generation. Some features can 

be used to discriminate among classes more effectively 

than others depending upon the type of classes involved. 

However, when features are not well defined, the classifi

cation process can become very challenging. In light of 

the ideas mentioned above, we develop a method for gen

erating fuzzy rules that deals with features that may not 

be well defined (as in the case of natural scenes). The 

rules are automatically generated from training data. The 

proposed method for generating fuzzy IF-THEN type 

rules consists of the following four stages: I) estimation 

of class membership functions, D) elimination of redun

dant criteria (features), III) estimation of the membership 

functions of linguistic labels that best describe the non-re- 

dundant features, and finally IV) construction of an ap

proximate network structure that can be used for generat

ing the rules that best describe the training data.

3.1 Stage I : Estimation of Class or Criterion 이ember- 

ship Functions

Class member아Hp functions can provide a way of de
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termining the degree of satisfaction of classes or criteria 

(features) used in the antecedent clauses of the rules of 

type IF-THEN [16][17]. They can also be used to com

pute the degrees of satisfaction of criteria in the bottom 

most layer of the aggregation networks. We now present 

a method for estimating these membership functions.

In this method, a normalized histogram from the train

ing data is treated as a possibility distribution [14][18] and 

the membership in each class for a particular feature 

value is then directly calculated using these possibility 

functions. One advantage of this approach is that the 

membership values are independent of the membership 

values in the other classes. Therefore, addition of new 

classes to the problem can be handled easily. However, 

one problem with this method is that when the number of 

available training samples is small, we need to use interp

olation or smoothin응 techniques to obtain a reasonable 

membership function. We now describe one method to do 

this [16].

Let Xi, xK denote K features, for example position 

and texturedness. We first normalize the training feature 

values so that they fall in the domain [0, 1 ]. Let there be 

one s니ch domain for each of the K features. Each of 

these domains is then fuzzily partitioned into Q lev이s 

represented by Q corresponding fuzzy sets. Let xi =

%) denote the 5 feature vector from class j, where j 

=1, M. We now define the class j membership func

tion 认 over the domain of feature r*  to be computed as:

辿)工 for '=1,…，0 (2)

where f}ki{) is the membership function of level i defined 

over the domain of r*  for class 丿，and N} is the number 

of class j samples. Equation (2) gives memberships of 

features at the Q (fuzzy) levels and can be converted to 

normalized memberships in Q crisp intervals as follows:

=-- , 〜煦이~for R M아(3)
max{以(1), 以(Q)}

where

Bo = 0, 鱼 - /'7 12 _ 4" I f이T 或 M Q - 1，and/% = L 
Q - 1 \ 2 /

In (3), denotes the class j membership function

for feature %k - The shape and support of the membership 

functions used to describe the Q levels (i.e.,/£()) controls 

the type and extent of the interpolation. One example is 

shown in Figure ].

Fig니re 1. An example of Q fuzzy sets representing Q levels of a 
feature.

3.2 Stage II: 티imination of Redundant Criteria(Feat

ures)

In this stage, a method to remove redundant criteria 

(features) from the antecedent clauses of the rules is pro

posed [16]. This is achieved by training a three-layer ag

gregation network of the type shown in Figure 2. The in

put layer to the network consists of K features (attributes 

or properties) that represent a feature vector x. Each fea

ture is then aggregated to the middle layer. The class 

membership functions computed using the method de

scribed in Stage I are used as activation functions in the 

nodes of the middle layer. For training purposes, the 

desired output for a feat니re vector coming from a par

ticular class is 1 at the node representing the class, and it 

is 0 at all the other nodes. The generalized mean com

pensative fuzzy aggregation operator is used at the output 

nodes in the top layer. The network is then trained to 

learn the aggregation connective (generalized mean) par

ameter values that best describe the input/output relation

ships. The learning is implemented using a modified gradi

ent descent approach which is explained in detail in |13| 

[14|. As the weights approach zero, redundant features 

are detected.

Middle layer

Input layer

Class M

Top layer

Feature I Feature K

Feature vector i

Figure 2. Aggregation network used for detecting redundant fe
atures.

3.3 Stage III: Determination of the Membership Fun
ctions of the Linguistic Labels

In order to insure a relia버e set of rules for a particular 

application, the linguistic labels must be modeled so that 

they adequately and compactly describe each criterion (fe

ature) involved. Therefore, after eliminating redundant 
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features (Section 3.2), the next step in rule generation is to 

generate the membership functions for the various linguis

tic labels (such as LOW, MEDIUM, and HIGH) that each 

non-redundant feature can take. These membership fun

ctions may be estimated from the membership functions 

m^Xk) given in (3). We now explain the procedure to esti

mate membership functions of linguistic labels.

A suitable parametrized function is chosen to model the 

membership function of a linguistic label. Let /以(々，p) de

note the chosen parametrized hmetion where p 그 

pn) is the parameter vector. Then each of the functions 

(我) is approximated by a set H；= 야, \ i~ L W 

of such parametrized functions, where L}k is the number 

of parametrized functions required for a reasonable ap

proximation of We then form the union Hk of all 

such sets H； for j — M. If any two functions 认左， 

pi) and hk(xk, “扁(henceforth denoted by hki and hkm for 

short) in Hk have very similar parameter values, then one 

of them is removed. (Two parametrized functions hki and 

hkm obviously have distinct parameter values if they both 

come from the same set H}k- If they come from sets corre

sponding to different j's (i.e., classes), it is still unlikely 

that they have similar parameter values. Otherwise, it 

usually means that feature 아 is not good because the fun

ctions m!k{xk) for two distinct classes overlap too much.) 

The resulting Hk consisting of a set of distinct parame

trized functions can be interpreted as the set of member

ship functions of the linguistic labels defined over the do

main of discourse of feature Xk. If we denote the cardin

ality of Hk by Lk, we will have Lk linguistic labels to de

scribe the feature Xk. Thus, determining the membership 

functions of the linguistic labels reduces to the problem of 

estimating the parameters pi and the number of parame

trized functions required for a reasonable approximation 

of class membership functions

To illustrate the above procedure, we shall consider 

Gaussian type functions as a suitable parametrized func

tion to model the membership functions of the linguistic 

labels, and describe a method for estimating the parame

ters and the number of parametric functions required for 

a reasonable approximation of each of the class member

ship function [16|[17|. This is shown as follows.

Consider a Gaussian function given by

G(x, c, a)=a exp (4)

where a is the height, c is the mean value, and a is 나此 

standard deviation. Hence, the parameter vc이p — (a, c, 

a) for a Gaussian function. If a membership function 

consists of m버liple peaks, we can model it by a 

sum of Gaussians as follows.

〜. 日
七 Gl(Xk) = E 以 G£(a段)， (5)

i •= I

where

i ) [ 1国一以口
G£W = exp J 一j j

is the ith parametrized function for feature Xk in 이ass 7, 

and 以，c，, and a}ki denote the height, the mean value, 

and the standard deviation of the Gaussian, respectively. 

Hence, 队。方).

In order to approximate the class j membership func

tion for feature Xk as a sum of parametrized functions, we 

could minimize the following objective function

1 以

丿弟*)  = 3 E〔姒% 你豹시2, (6)
L i = I

where h}k{xk, p。is the i{h parametrized function (i.e., 

gaussian in this case) chosen to model the membership 

function m3k{,Xk) for feature %k in class j. We can now use 

a gradient descent method to estimate the parameter vec

tor p, by the following update rule

/(new) 一 人아d) __ 一으브 (7)

where p is a positive learning constant. The parameter ve

ctor is iteratively updated until there is little or no change 

in the parameter vahaes. This occurs when the partial 

derivatives of J]k with respect to each component of p, 

are approximat이y equal to zero (i.e., when the chosen ap

proximation of parametrized functions h, pg) closely 

matches the membership function m,k{xk).

For the case of Gaussian functions, the partial derivat

ives of J,k with respect to each component of p, are

—48以 3以3〉
=(Gi(xk)-G(8)

* = （饥（x*）-，까（자）） 이,이，"修-이'） , （9）
（C如 03丿 

and #=（如자）-，씨（对） .있,（叫찌乎-以,）（］0）
"“如 （九）

It is well known that when using gradient descent 

methods, the choice of the initial values for the parame

ters is critical, due to the local minima problem. There

fore, for the case of Gaussian functions, we can use the 

following heuristic approach [17| consisting of 4 steps to 

obtain the initial parameters.
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Step 1: Generate the membership functions 7써as ex

plained in Section 3.1.

Step 2: Using a least squares approximation, fit a poly

nomial of the lowest possible degree (i.e., to 

avoid overfitting) such that the fit to each 

has a reasonably small error.

Step 3: Calculate the extrema (maxima and minima) values 

for p(x) in Step 2 and determine the number of 

Gaussians by the number of positive valued max

ima, ignoring the ones that have small peaks.

Step 4'. Initialize the heights of the Gaussians by the max

ima values (peak values), the mean values as the 

locations of these peaks, and the standard devi

ation as the shortest value among the distances 

between the mean of each Gaussian and the near

est minima or roots of p(x).

3.4 Stage IV : Approximate Network Structure for Rule 

Generation

The final stage is to obtain the compact set of rules 

which may contain multiple antecedent clauses joined 

together either conjunctively or disjunctively. To achieve 

this, we use a three-layer fuzzy aggregation network. We 

initially start with an approximate structure for the aggre

gation network which is then trained to detect redundant 

connections, if any. As in Section 3.2, the target (desired) 

values for the training data are chosen to be 1 for the 

class from which the training data are extracted, and 0 

for the remaining classes. When the training is complete 

and all the redundant connections are eliminated, the 

resulting network is interpreted as a set of decision rules. 

The nodes in the middle and top layers can represent 

either conjunctive or disjunctive nodes depending on the 

final values of the parameters of the aggregation function. 

For example, when using the generalized mean as the ag

gregation connective, then a value much less (greater) 

than 1.0 for p indicates a conjunction (disjunction) (e.g., 

gf is the min operator and g +«)is the max operator). 

Also, the weights Wi determine the relative importances of 

the antecedent clauses in a rule. We now present the 

method for constructing the initial approximate structure 

for the three-layer network.

Figure 3 shows the approximate network structure for 

implementing this method [17]. From the figure, the input 

layer consists of K*  input nodes where each in

put node represents a non-redundant feature for at least 

one class. The bottom layer consists of K*  groups of nodes, 

where each group corresponds to the linguistic lathis des

cribing a non-redundant feature. The ilh node in the kih 

group uses h知(the membership function of the ith linguis

tic label for feature k obtained from Stage III) as the acti

vation function. The middle layer consists of K*  groups 

of M nodes each, where M is the number of classes. The i 

ih node in group k in the bottom layer is connected to the 

jlh node in the corresponding group in the middle layer if 

feature k is considered non-redundant for class j and the 

support of hki has a non-empty intersection with the sup

port of ml(Xk) (the class j membership function). An il

lustration is shown in Figure 4. From the figure, the sup

port of m^ixk) intersects with the support of the linguistic 

labels hk2 and hky. Hence, these linguistic labels would get 

connected to the jth node in the kih group in the middle 

layer. The rationale behind this connection is that if fea*  

ture k is redundant for class j or the support of the mem

bership function of a linguistic label has no intersection 

with the support of the class membership function, then it 

cannot appear in the antecedent clause of a rule that 

describes the class. (Some parametrized membership fun

ctions such as Gaussians do not vanish anywhere in the 

domain. In that case, we use a small <r-cut of the mem

bership f니nclion, rather than the support.) This connec

tion process is repeated for all the gro니ps in the bottom 

layer. Similarly, the jih node of every gro니p in the middle 

layer that has a connection from the bottom layer is con

nected to the jth node of the top layer for j~\, M. 

All middle and top-layer nodes use the generalized mean 

operator as the activation function. The non-redundant

Top layer

Middle layer

Bol(on)layer

Inpul layer

Fig니re 3. An approximate network structure for generating rules.

Figure 4. An example illustrating how connections are made bet
ween bottom and middle layers of the approximate 
network structure for generating rules.
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features are fed to the corresponding groups of nodes in 

the bottom layer as inputs. This completes the con이ruc

tion of the initial approximate aggregation network. When 

the training is complete and all the redundant connections 

(if any) arc eliminated, the resulting network is interpreted 

as a set of fuzzy rules. In Section 5, we show several ex

amples of rule generation using such fuzzy aggregation 

networks.

IV. Method for Inference

To demonstrate the effectiveness of rules that are gen

erated in any rule-based system, it is necessary to deduce 

con이usions from information that is presented to the sys

tem. Hence, a method for inferencing needs to be devel

oped. In this section, we describe a method for inferenc

ing that uses one crisp le이 feature vector at a time. The 

method utilizes the rule generation network from the pre

vious section. Wc now present the method for inference 

in more detail.

The output vectors in our case arc binary vectors filled 

with zeros in all locations but one, and these correspond 

to target vectors used while training the i■니e generation 

networks. Since the rules are inferred from the rule gener

ation network, ideally the rule generation network will 

produce the desired binary output when a test input fea

ture vector exactly matches an antecedent clause of one 

of the rules. If there is no exact match, the output will be 

a weighted combination of the binary output vectors, 

where the weights are ideally in proportion to the degree 

to which the input matches the corresponding antecedent 

clauses. Thus, the rule generation network (with the ag

gregation parameters fixed at values obtained at the end 

of training) can act as a rule-matching network. The out-

Figure 5. Inference network.

put of this network can be defuzziiied using the maxi

mum-membership defuzzification scheme. This is shown 

in Figure 5.

V. Experimental Results

Example 1) Iris data problem

For our first example, we show some results using the 

classical "i「is data" problem. This problem consists of 3 

classes and 4 features (such as petal length), with 50 sam

ples in each class. Each of the four features was first map

ped into the interval [0, 1]. Features 1 and 2 are not very 

good because there is a lot of overlap in the feature 

values between the classes, as can be seen in Figure 6(a). 

However, features 3 and 4 are quite good for character

ization of the classes, as can be seen in Figure 6(b). We 

used 20% of the data from each class (i.e., 10 samples per 

class) for testing and the remaining 80% for training for 

rules. This was repeated 5 times using different data sets 

for testing (i.e., every fifth sam미c in each class starting 

with sample number 1~5 was used) and the remainder for 

training. Res나Its for 1 of the 5 trials (i.e., using the test 

set that starts with sample number 5 in each class) are 

presented in detail,

Figure 7 shows the class membership functions for the 

four features using 80% of the data. The domain of the 

features was quantized into 32 levels and the resulting 

histograms were obtained using a triangular window 

function with a support of 7 units. Features 1 and 2 were 

eliminated using the redundancy detection method dis-

z  을

旦

1.0

寸a
m

is

丄

0.8

0.6

0.4

« Class 1

o Class 2

* Class 3

00 
0.0 0.2 0.4 (1.6 0.8

Feature 3

(b)

Figure 6. Scatter 이ot of (a) features 1 and 2, and (b) features 3 
and 4 of the "iris data."
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Feature 3 

(C)

Feature -I 
(d)

Table 1. Values for the weights and parameter p for the reduced 
network in Figure 9(b).

node 1 2 3 4 5 6 7 8 9

weights 0.56 0.41 0.17 1.0() 1.00 ],00 1.00 1.00 1.00
0.44 ().59 ().83

P 7.37 -0.14 6.81 1.00 1.02 1.03 1.00 0.92 1.09

7. Estimated class membership functions for the "iris
dala” for (a) feature 1, (b) feature 2, (c) feature 3, and 
(d) feature 4 using 80% of 나)e data.

Table 2. Confusion matrix for 5 trials of the "iris data.

1
Recognized class

2 3

1 50 0 0
True class 2 0 47 3

3 0 3 47

Figure 8. Gaussian fitted linguistic labels of the "iris data re
sulting from Figure 7 for the two non-redundant 
features, (a) feature 3 and (b) feature 4.

Figure 9. (a) Approximate network structure for generating rules 
for the "iris data/ (b) Reduced network after training.

Figure 10. Images of natural scenes used for training： (a) Scene 
1 and (b) Scene 2.

cussed in Section 3.2. Figure 8 shows the membership fun

ctions of the resulting lingui이ic labels generated by fitting 

Gaussians to the non-redundant class membership funct

ions (i.e., features 3 and 4). Figure 9. and Table 1 show 

the final results of training. The「니es obtained from the 

final network in Figure 6.19(b) are listed below.

R\ : IF Feature 3 is LOW OR Feature 4 is LOW

THEN the class is Class 1.

Rz IF Feature 3 is MEDIUM AND Feature 4 is ME

DIUM

THEN the class is Class 2.

J : IF Feature 3 is HIG니 OR Feature 4 is HIGH 

THEN the class is Class 3.

It can be seen that this set of rules is a good description 

of the data s미 shown in Figure 6(b). The rules generated 

for each of the remaining 4 trials gave similar results. 

When the inference procedure described in Section 4 was 

used to test the remaining 20% of 나)e data, the number 

of' correct classifications varied slightly for each trial. The 

average r■니e of correct classification for the 5 trials was 

96%, Table 2 나lows the confusion matrix for the 5 trials.

In comparison, when a neur시 network (backpropaga- 

tion algorithm with 8 hidden units fully connected) was 

used, the correct classiGcation rate was 95.3%, This indic

ates that our method (using a smaller network structure) 

performs as well as backpropagation.

Example 2) Natural scene problem

As our next example, we present the「ewlts of a more 

realistic experiment involving natural scenes. Figures 10 

(a) and (b) show two 200 X 200 images of natural scenes 

used in training for rules. The images consist of three 

regions (classes) “road," "sky,” and wvegetation/ We used 

「ivc「e니urcs：two color features (intensity and excess 

green), two texture features (homogeneity and entropy), 

and position (row n나The color features (based on
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.. Vegetation

Homogeneity 
(C)

Rood

Figure 13. Gaussian fitted linguistic labels resulting from the
histograms of the naEral scene data for the features
(a) intensity, (b) excess green, (c) homogeneity, and 
(d) entropy.

Figure 11. Member아up functions of the outdoor scenes for the 
features (a) intensity (b) excess green, (c) homogen
eity, and (d) entropy.

Position {ncEialized n)w numher)

디gure 14. Heuristically predetermined linguistic labels repres
enting the position feature.

Figure 12. Scatter plot of (a) features intensity and entropy, (b) 
features homogeneity and entropy, and (c) features 
intensity and excess green representing the training 
data of the outdoor scenes in Figure 10.

Figure 15. (a) Approximate network structure for generating 
rules for the outdoor scene, (b) Reduced network 
after training.

Ohta's color space [19]) were extracted from the red, 

green, and blue components of the training scenes after 

applying a median filter of size 3x3 to remove noise 

points. The intensity feature values were obtained by 

averaging the three color components (i.e., (r +g +b)/3) 

and the excess green feature values by 2g-r-b, The two
Figure 16. Images of natural scenes used for testing： (a) Scene 3 

and (b) Sene 4.
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texhire features were obtained from the excess green color 

feature. Appendix A shows the two color and texture fea

ture images for the two training scenes. A total of 100 

samples from the class regions (sampled uniformly) were 

used to represent each class (i.e., 50 samples from each 

scene representing road and vegetation, and 100 samples 

from Scene 1 representing sky). Next, the redundancy de

tection method described in Section 3.2 was used to elim

inate redundant features. Figure 11 shows the estimated 

class membership functions of the two color and texture 

features using the histogram method after mapping each 

feature into the interval [0, 1], As before, the domain of 

the features was q나antized into 32 levels and the resulting 

histograms were obtained using a triangular window 

function with a support of 7 units. The redundancy detec

tion method eliminated the homogeneity feature for class 

“road," the homogeneity and entropy features for class 

“sky,” and the intensity and excess 방「een features for 

class **vegetation/ Figure 12 shows scatter plots involv

ing combinations of the non-redundant features.

Figure 13 shows the estimated membership functions 

for the linguistic lab이s that describe the four features in 

Figure 12. The linguistic labels for the position feature 

were heuristically predetermined as shown in Figure 14. 

Figure 1 5 and Table 3 show the final results of training. 

After training, the position feature was f'니「ther eliminated 

for all classes. The rules obtained from the final network 

in Figure 1 5(b) are listed below.

Rn>lui'■ IF Intensity is MEDIUM AND Excess green is 

(LOW OR MEDIUM) 

THEN the class is Road.

R$ky IF Intensity is HIG바

THEN the class is Sky

Rvg : IF Homogeneity is LOW OR Entropy is 너IGH 

T버EN the class is Vegetation.

These rules are similar to what an expert might elaborate.

We now present some inference results involving the 

two training images and two test images (see Figure 16). 

Figures 17 shows results of the inference method applied 

to one of the training scenes, namely Scene 1. Parts (a), 

(b), and (c) of Figures 17 shows the membership values (i. 

e., gray levels toward 0 (255) are considered low (high) 

membership) of "road”, "vegetation", and "sky" respect

ively, resulting from the outputs of the rule-matching net

work as discussed in Section 4. Part (d) 아lows the res니t- 

ing labeled images after the defuzzification stage. Simi

larly, Figure 18 shows the resulting labeled images for the

network in Figure 15(b).
Table 3. Values for the weights and parameter p for the reduced

node 1 2 3 4 5 6 7 8

weights 0.0004 1.000() 0.6501 1.0000 1.0000 0.9425 1.0000 1.0000
0.9996 0.3 솨 99 0.0575

P -0.6948 0.9218 7.3604 0.8280 1.0044 5.5103 1.0374 1.0257

(C) (d)

Figure 17. Membership values of (a) road, (b) sky, and (c) veg
etation resulting from the outputs of the rule-mat
ching network, and (d) the resulting labeled image 
after the defuzzification stage for Scene 1.

Figure 18. The resulting labeled images after the defuzzification 
stage for (a) Scene 2, (b) Scene 3, and (c) Scene 4.
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other training image and the two test images.

VI. Summary and Conclusions

In this paper, we discussed various issues involved in 

the development of generating fuzzy rules automatically 

from training data for high-level vision. We suggested 

methods to generate linguistic labels and their member

ship functions to describe the features. These methods 

were used to develop methods to generate a compact set 

of rules by constructing minimal approximate network 

structures using ideas from fuzzy aggregation networks. 

Although we use a gradient decent procedure to train the 

rule generation network, convergence to a local minimum 

is unlikely due to the fact that we start with an approxi

mate network which is reasonably close to the final sol

ution. Results from inference show that our proposed 

methods for rule generation is effective.
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APPENDIX A
FEATURE IMAGES OF THE TRAINING SCENES IN SECTION V.

A.l Scene 1
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