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Abstract

Three new classification methods for multi temporal images are proposed. They are named as a likelihood addition me-

thod, a likelihood majority method and a Dempster-Shafer’s rule method. Basic siralegies using these methods are to calcu-

late likelihoods for each temporal data and to combine obtained likelihoads for final classificalion. These three methods

use different combining algorithms.

From classification experiments, following results were obtained. The method based on Dempster-Shaler’s rule of combi-

nation showed aboul 12% improvement of classification accuracics compared 1o a conventional method. This method

needed about 16% more processing limes than that of a conventional method. The other two proposed method showed %

to 5% increase of classification accuracies. However processing times of these 1wo methods arc almosl the same with that

of a convenlional mcthod. Among the newly proposed three methods, the Dempster-Shafer’s rule method showed (he

highest classification accuracies with more processing lime than those of other methods.

I. Introduction

With the lsunch of second gencration high tesolution
sensors like Landsat TM(Thematic Mapper) and SPOT
HRYV, many kinds of rescarches have been done to certifi-
cate the capability of these sensors for landcover classifi-
cation[1-5]. Most of the results of these studies have shown
that classification accuracies using these sensors are not
so high as expected when applying conventional supervised
maximum likelihood classificr using only speetral infor-
mation.

One of promising methods, which can be through to in-
crease classilication accuracies, is to ulilize multi-temporal
data. And automalic method is desirablc as it can be.

Using mulli-temporal dala. therc are several siudies on
sophisticated classifier like expert systems or fuzzy class-
ifiers|6, 7]. But Lhese methods use some knowledgze on the
object area, so it is difficult to use practically.

The most popular method of combining multi-temporal
dala is to just increase the dimensions of classification fo-
aturc space(8, 9]. In other words, multi temporal data are
considered (o be a set of multi channcl data. This conven-
tional method is called as a simple combinationtSC) me-
thod in Lhis paper. However, it has been known thal this

method does not necessarily show improvements on class-

* Departinent of Control & Insirumentation Engineering ,
Junior College of Inchon
Manuscript Received : September 16, 1996,

ification accuracics, because landcover on the object area
is changing by lime, and it uwsually increase variances of
cach training dala. Variances of each training data will be
increased as it use more multi-temporal dala in order to
obtain high accuracies. This phenomena make wt difficult
to use multi-temporal data. And the processing time
should be increased exponentially as the number of chan-
nel is increasing.

The objective of lhis research is lo try several new
methods of utilizing multi-temporal data and find out the
most uscful method. Basic idea is as follow. That is,
newly proposed methods do not process entire multi-tem-
poral data cnlirely as SC mcthod, but process cach tem-
poral dala independently und combine the result of cach
temporal data. Basic strategies of these methods are to
calculate likelihoods for each temporal data and to com-
bine obtained likelihoads for tinal classification.

In this paper, three new methods using dilferent com-
bining algorithms arc proposed and performance of [our

mcthods tncluding the SC method have been cxamined.
II. Proposed Methods

A pixel-wise maximum likclihood classilier based on
spectral features is used as a basic classifier. Let LC be
the likelihood of class-c derived from multi-temporal data
sel. In conventiopal simple combination method, LC is

calculaled as



L=y s 0

exp __12_ (x—M) S (x—M)} (1)
where
c:class,
n:number of spectral bands,
m: number of temporal data,
' transposed matrix,
t }:dcterminant,
!“inverse matrix,
Sc i vanance-covanance matrix of class-c,
M. mean vector ol class-c,
X :pixel veclor shown as
X =xti}, x2(t), .y xalh)), x0{t2), x2{ts), .., xallta), ...,
xalt), %), oo 6, oy Xty xalt), o Xallo)$
t: 1D ol ohservation date.

x;- pixel value of spectral band-1

Then, a decision class(DC) is detesmined to the class show-

ing the maximum likelihood as follows .
DC=c—max, if Li-an="g" (L] ()

In this method, lemporal fealures are treated as the
same feature with spectral featurcs. That is, the dimen-
sion of [eature space is equal to the product of the num-
ber of speclral bands(n) and the aumber of speciral bands
(n) and the number of multi-temporal images(m). Usualty
separability ol classes decreases, because the variance ol
each class usually increases compared to that of single lem-
poral case. Consequently, the SC method does not always
show improvement of classificalion accuracies.

Three new methods of otilizing multi-lemporal dala
have been lested in this research. The first and second one
are named likelihood addition{LA) methed and likehhood
majority(LM)} method, respectively. The last one is bascd
on Dempster-Shafer’s rule of combination, and is named
as 4 DR method. In these proposed methods, the likeli-
hood of each class is calculaled from each temporal im-
age. That is, the likelihood of class-¢ oblained from tem-
poral image-1 is calculated lor a pixel vector X =1{x(t),
xa(t), ..., xa{U}. Let the likelihood calculaled from tem-
poral data-t be Le(t).

(1) likelihood adding(LA) methad
A score of class—, S(c), is calculaled in tlhe LA melhod

by the (ollowing equation.:

Scy="YS LA, c=1.2, ..,k {3)

1
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where k is the number of classes.
A decision class(DC) is determined to the class “c-max”
il S{c-max) shows the maximum score, which can be writ-

ten as [ollows;

DC =c—max, tf Slc~max)= m?x [S(e)] 4

{2) likelihood majority(LM) method

In the LM methed, scoring of likelihoods and decision
of class are calculated using following eqns. (5) and {6),
respeclively.

Say=Y fALA)., ¢=1,2,.., k& 5
where

1, if Lie)=""% Lt
AL = it Lie)= "7 FRO]

0, others (6)

Note that the function f converts the value of L(1) o
binary data.

(3) Dempster's sule{DR) method
Dempster's rule of combination is expressed by the fol-

lowing formulal10];

(E. mglt;) meltn)
m4(11.f3)= Ll | —% (7)

for 4+ @, where & is the normalization coefficicnt and are

expressed as

ke 3 sty melty) (8)
BN -
Eqns. (7) and (8) show that the degree of evidence ma(t))
(rom the first source which focuses on sct B and the de-
grec of cvidence me(tz} from the sccond source which fo-
cuses on set C are comhined by B and C. This is exactly
the same way in which the joinl probability distribution is
calculaled from two independent marginal distributions.
In this research ma{ti, 12) is trealed as a score of each
class. B and C are defined as a subset of tst, 2nd and 3rd
candidates of computational explosion. 1st, 2nd and 3rd
candidates of decision classes correspond 1o classes ha-
ving the largesi, 2nd Jargesl and 3rd largest likchhood.
When it is assumed that C,, C; and C; are the 1st, 2nd
and 3rd candidate class. respeclively, lhe subset B and C

are expressed by
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B={B|, B}. B}, B|UB;!, BlUB], BzUB}, BIUB:UB]} (9}
C=1C, C1, C3, CUC, UG, CUC, CQUCUCE (10

Then, msll;) and mc(¢) are calculated by the formula

mt) = Latt)= T Lilt) ()
kER

mcty =LAt =Y Lilti) a2
kel

Thus eq. (7) can be revised as follows;

L Lalt) Lelt)
BN =0

Si¢)= ——— {13)
And a decision class is determinced as (ollows:

DC=c—max, if Slc—max)= " [$(0)] (4)

(©)AUG. 6, '86

101 of “4,” is greater than 2 such as t={1, s, ts, tu, ...},

S(c) is calculated for all ti by applying eq. (13) itcratively.

. Experiments

3.1 Test images and Test Site Data

In order 1o evaluate proposcd methods described in Cha-
pter 2, following four seasonal(spring, summer, fall, win-
ter) Landsal TM data were classified by using three new
methods and a coaventional SC method. Sagami River
basin was sclecled for object area 1o perform the quanti-
lative evaluation. This area includes the test site area(wid-
th 2km, length 10km) which landcover is already investig-
aled and categonized (o test site datafl1].

Figure 1 shows fesl images used in these experiments.
These images were registered in the tdentical UTM{(Uni-

versal Transverse Mercator) coordinate system.

Figure |. Test images



[object arca]

Sagami River basin(in Japan)which has area of 12.8km X
12.0km.

[observation date)

Nov.4(1984), Jan 23(0985), Aug.6(1986) and May 21(1987)
[image size)

512X 480 pixels, pixel size =25m X 25m

(used channcls)

TM Ch. I, 2, 3,4, 5 and 7 {Ch 6 was not used}

3.2 Classification and Results

ltems o lefl hand side in Table | shows 15 classification
categorics used in the cxperimenls. However the tolal
number of classification classes were fifty-nine since cach
calegory has several sub-classes. Training data were obta-
incd [rom the same training area for cach scasonal image.
Thus. training dala set consists of four (raining dala cor-

responding 1o four scasonal images.

(c}1.M method *
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Table 1. Classification categories

clas n calegories  |number of classes | major calegorics
t. contferous forest N 2
2. broad leaved forest 5 )
ikl R S vegetation
X mnixed foresl 3
4. shadow of mounlain 2
5. paddy 9 paddy
6. high densily ucban 4
7. low density urban 3
: e urban
8. housing arca 3 '
Y Auctories 5 -
10 sea 2
B R waler
L1, rver 2 N
12, fanm 3 )
13 grassland 5 1
o T { O(hcr
14, waslte fand 6 :
15, sands i l I

AL the hrsl stage, likelihoods of each class, ie. L{t)s.
were calculaled in all test images by using cach training

dala. This calculation was done independently for cach

(WHDIR et

Figure 2. Classihed results
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test image. That 15, Lo(t), Lt Le(ts) and Lidts) is
calculated by using training data corresponding to the
test image of 1, to, 13 and ty, respectively.

Al lhe second stage, threc proposed melhods{ihe LA,
LM and DR mecthods) were applied to four seasonal like-
lihood data (Lclt)s (L=t t2, 1y and t)) obtamned in the
first stagc. On the other hand, landcover classification
using the conventtonal SC method was performed accord-
ing to eqns. (1) and (2). 1n order to compare with a case
of single temporal classification, conventional maximum
likelihood classification(MLC) were conducted for cach
lesl images using the same tratning data sct. Figure 2
shows classilication results.

Since processing time depends on complexity of the al-
gorithm, the processing time of DR method is expected
longer than that of other methods. Processing times of
MLC for a single image was aboul 15 minutes. Those of
the SC, LA and LM mcthods are aboul 60 ninutes, be-
cause of processing lor four seasonal images. The DR
methods needed processing (imes of aboul 70 minufces.
Experiments were donc by using HIP9000/835 mini-com-
puter system.

Finally, classification accuracies were estimated quaanti-
tatively by using digital test site data as shown in Figure
3. Test site data contain about 50 land-coverfuse cate-
gorics. As the categories used in test site data differ from
those in landcover classification conducled in these exper-
iments, fifteen classification categories were merged to live
ntajor categories as shown in Table |. Accuracy evalual-

ions were performed based on these five major categorics.

Figure 3. Digital test site data

Table 2. Classificalion accuracies

—

forest | paddy | urbar | water | other | mean

MLC JAN. 431 538 | 831 ot.7 309 | 615
MAY. | 42.7 | 382 | 829 | 616 | 395 | 623
AUG. 448 { 61.0 { B09 | 63.0 | 426 | 64.7

NOV. | 438 | 635 | 818 { 64.2 | 39.0 | 64.3
SC method 498 | 50.7 | 885 | 62.0 | 339 | 651
LA mcthod 45.6 | 693 | 84.2 | 639 | 381 | 659
LM mcthod 473 | 723 | 882 | 668 | 43.6 { 70.1

DR method 500 | 775 | 937 | 753 | 448 | 769

Accuracy evaluations werc performed by cq. (15} based

on these five major cutegories.

| 5
mean=-= Y Cp+ As {15)
5 4
where  ilaccuracy of class £

Az accupation rate of class &

Table 2 shows estimated accuracies of classification re-
sults of the MLC applicd to cach test image, and the SC,
LA, LM and DR mcthod applicd (o the lest image sct.
Averape accuracics in right hand side ol Table 2 were
arca weighted mean valucs for cach calegory.

The MLC for each test image shows average accuracies
from 62% 1o 65%. The SC method indicates an average
accuracy of 65%, which is almost the same value to the
largest one of the MLC result. LA, LM and DR method
showed about 1%, 5% and 12% larger average accurac-
ies, respectively compared (o the results of the MLC and
the SC method.

I¥. Conclusions

Four classificalton mecthods lor multi-temporal data
were cvalualed by experiments using four scasonal Land-
sal TM data. The first method is the conventional simple
combinalion(SC) melhod, which combines spectral feat-
ures and temporal features in the same feature space and
performs a classification with the same manner as con-
venlional maximum likelihood classification. Other hree
methods are newly proposed in this research.

The first proposed method is named as a likelihood ad-
dition(LA) method, in which method scores of cach class
are cakculaled by adding likelihoods obtained from each
temporal data. The second method proposed is named as
a likelihood majority(LM) melhod, in which method de-
cision class is determined to the majority class in decision
candidate class is determined to the majority class in de-

cision candidate classes derived from cach temporal data.
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The lasl onc is named as a Dempster-Shafer's rule(DR) A Sun Pyo Hong
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