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Development of New Retrieval Performance Measures
for Query Reformulation Algorithms
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ABSTRACT

In information retrieval, query reformulation algorithms construct queries from a set of initial input and
feedback documents, and retrieval performance can be varied by different scts of input docnments. In this study,
we developed a criterion for measuring the performance sensitivity of query reformulation algorithms to input
sets. In addition, we also proposc a way of measuring the changes in retrieved arca (CIRA) during query
rformulation. We compared CIRAs of query reformulation algorithms (ie., query trec, DNF method, and
Dillon’s method) using three test sets: the CACM, CIS], and Medlars. In the cxperiments, the query tree showed
the highest decreasing CIRAs during reformulations, which means the fastest convergence rate to an output sct.
For sensitivity analysis, the query trec scored the highest sensitivity to different input sets even though its
differences to the other algorithms are very small.

1. Introduction . is why, what, and how to evaluate a system [I8]. In
One of the fundamental questions in system evaluation most cases, the objective of the system evaluation is

_ the quality of the system, which can be measured by

128 2:08d%= 4039 . its performance. The purpose of the system evaluation
TH 773 ﬁ gi&“&‘f&fgﬁgﬁﬁﬂ?@:ﬁf’“‘a can change for different circumstances. A system analyst
T -EEHT19969 74 49, HAlgE:1996\ 129 109 might want to observe how well the system performs,
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or whether 1t meets design specificalions. In this
rescarch, performance of the system to be analyzed is
Boolean-based information retrieval systems, especially
the module of Boolean query reformulation.

Information search is an iterative process (in other
words, a reformulation process). A query is usually
reformulated by a user or a system using relevance
feedback gained from the previously retrieved infor-
mation. Researchers have found this technique to be
very effective in improving retrieval effectiveness.
More on relevance feedback, please refer to [8]. The
changes of retrieval performance of a query during
reformulations can be a major interest to a system
analyst.

A new performance measure, called changes in
retrieved area (CIRA) is developed and implemented
to compare the performance changes of three query
reformulation algorithms, i.e., the query tree [9, 10],
the DNF method [16], and the Dillon’s method [3, 4].
In addition, these algorithms use initial or feedback
documents as an input, and their retreval perform-
ance can be varied widely depending on different
input sets. To measure the changes in performance (in
other words, the sensitivity of an algorithm’s pet-
formance to different input sets), a new sensitivity
measure is also developed in this study.

In the next section, current performance measures
in information retrieval are reviewed and methodologies
for measuring effectiveness are described. There has
been little research done in analyzing reformulation
performance of Boolean query reformulation algorithms.
Section- 3 discusses new measures for measuring the
changes in retrieved sets during reformulations and
the sensitivity of an algorithm to different input sets.
The last secﬁpn reporls the experimental resunlis of
the CIRA and sensitivity of the three algorithms on
three test sets:the CACM, CISI, and Medlars.

2. Current Measures of Performance

- There are two main characteristics in information

retrieval (IR) system performance : efficiency and effe-
ctiveness [15]. Efficiency is concerned with operational
aspects of the system performance such as response
time, user efforts, information coverage, etc. On the
other hand, effectiveness is based on the quality of
the output:that is how well the system can retrieve
the relevant information and reject the nonrelevant
mformation.

Two most widely-used measures for effectiveness
are recall and precision. Recall is defined as the ratio
of the number of relevant documents retrieved to the
total number of relevant documents in the collection.
Precision is defined as the ratio of the number of rel-
evant documents retrieved to the total number of
documents retrieved from the collection. Although
recall and precision are the most popular measures,
they have been often criticized due to the difficulties
of getting precise values. In fact, it is very hard to
estimate the correct number of relevant documents in
a database, especially if the size of the collection is
very large (sometimes, a variation of recall called rela-
tive recall, is used which is based on a collected set of
relevant documents from several searches on the same
topic). Besides, these measures are based on user’s rel-
evance judgments and are rather subjective which
brings controversies. )

One of the difficulties using recall and precision is
in comparing performance of several systems. Let r
and p denote recall and precision, respectively. Sup-
pose that (1, p1) and (2, £2) are the pairs of recall
and precision from System 1 and System 2, respect-
ively. The problem arises when 71)72 but p1{p2 or
vice versa. It is hard to tell which system performs
better in overall. But the recall and precision are still
the most widely-used measures in information
retrieval. It is known from experiments [11] that there
exists an inverse relationship between recall and pre-
cision. This means as recall increases, precision decreases
and vice versa. To increase recall, it is necessary to
bring more documents to the retrieved set, but at the

same time the new nonrelevant documents retrieved is



likely lo decrease precision.

Since two measures with inverse relationship are
hard to compare and evaluate the effectiveness of
systems, single measures of performance have been
proposed. The E-measure [18] is a composite measure
which is a combination of recall and precision in a

single expression. That is,!

1

E=1
1 1
lx'"}J— + (1 —q) "

where « is a weighting factor which can be adjusted
according 1o the relative importance of recall and pre-
cision. The basic idea of E-measure is as follows. Sup-
pose regions .4 and B represent the relevant and the
relrieved sets, respectively. Letl (4 A B) denote the area
which the two sets do not match, i. e., (4 v B-4 N B).
It is equivalent to (4-B) U (B-A). The set (4-B)
represents the relevant documents not retrieved while
(B-A) represents the nonrelevant documents retrieved.
We want to minimize these unwanted areas. The pro-
portion of these areas (4A B) to the total areas defines
the E-measure, that is, E= |4 A Bl/(14] +|B|) where
0 =< E=< 1. Therefore, the lower the E-measure, the
better it is. This definition is equivalent to the ome
defined in terms of recall and precision with a=0.5.
For details on E-measure, see [18)

Another single measure is +/7-p. Let D be a database
and g be a query. Then, a vector G is defined as g(D)
=G where G=[gl, g2, £3,..,2n]. It represents the

status of documents being retrieved by the query g in
the database D). That is, if the element g;=1, then the
i document is retrieved; otherwise, it is not retrieved.
Let R be also a vector representing the relevance
judgment in D where R=[r1, 2, #3,..,7n]. That is, if
the element »;=1, then the 7" document is relevant;
otherwise, it is not relevant. The quality of the query
g can be measured by how close these two vectors G
and R are. The cosine of the angle between the two
vector can be used to measure the proximity. Frants
and et al. [6, 7] bave shown that cos(6)= /7 p.

There are two distinet types of retrieved sels in
information retrieval : ranked and unranked. The veclor
space system whose retrieval is based on the similarity
between a query and documents (i.e., parlial matching)
is capable of ranking the retrieved documents. The
number of documents retrieved can be controlled by
the similarity measure (e.g., retrieve documents with
its similarity greater than 0.5) or by the user (e.g., the
user wants the top 50 of the retrieved sel). On the
other hand, documents retrieved by a Boolean query
(i.e., exact-  matching) are assumed to have equal
importance, and have no ranks.

Two of the most common ways of evaluating
retrieval effectiveness are getting averages of single
measures (e.g., E-measure) and constructing the
recall-precision graph. The recall-precision graph
[15, 18] is a widely-used technique for analyzing
ranked outputs. It is a sel of recall and precision
scores plotted on the graph on fixed recall values
(e.g., 0.1, 0.2,...,1). For delails on how to compule
pairs of recall and precision from the ranked set, see
[15]. Advantages of the recall-precision graph are:it is
easy 1o compare the performance of different systems
from a graph, and reveals the changes of the recall
and precision as the size of the retrieved set increases.
One thing about the recall-precision graph is when it
is applied to an unranked output, it is sensitive to the
ordering of the retrieved set. If major interests are in
the overall performance rather than in the ranks of
the retrieved outputs, computing averages of a single

measure might be a better choice,

3. Measures of Reformulation Effecti-
veness

During query reformulations, a system analyst
might be interested in behavior of an algorithm. Sup-
pose that there are no improvements in performance
after two reformulations. A nice feature for the algor-
ithm to have would be a capability of detecting a rate

of changes in retrieved sets during reformulations.
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The measure called CIRA, which measures the rate of
changes in reirieved scts is proposed in the next sec-
tion. It is also an analysl’s interests how to know
algorithms reacl to different mitial inputs. The sensi-

tivity measure is described in Section 3.2

3.1 Changes in Retrieved Area

One of interests an evaluator may have is the
changes in the retrieved areas during reformulations.
Let g;(D) denote a set of documents retrieved by
query g; in D. Suppose thal there are quenes ¢, and g
, obtained from reformulation 1 and 2, respectively.
The changes in retrieved area {(CIRA) from g, 1o gz
can be measured as follows. Let g, (D) A g, (D) denote
the areas which do not match {the same idea as in the
E-measure). The proportion of mismatched area to

the 1olal area is defined as

@ (D)A gy (D)

CIRA(q1.q2)= lg, (D) v g, (D)1

Sometimes, a performance analyst might want to
observe the effects of the changes in retrieval regions,
i.e., the newly retrieved (i.e., {q;(D)q,(D)[) and the
lost regions by the new query (ie., |q; (D)q.(D))).
These types of change cannot be measured directly
from pairs of recall and precision. For instance, two
totally different retrieval areas can produce the same
recall and precision. It can be a valuable measure to
check the behavior of query reformulation algorithms.
Unlike other measures which are based on recall and
precision, CIRA can be used as a stopping critenia
during reformulations. The system can inform the
user if there are no changes (or only small changes) in
retrieval area. For example, lthe system can advise the
user to stop reformulations when there are no

changes in CIRA after a reformulation.

3.2 Sensitivity Analysis of Inputs
Query reformulation algorithms construct queries
from a set of initial input or feedback documents. If

the documents provided are poor examples of the

user s information need, queries would also be poor
refleclicns of the user information request. Suppose
that ¢, is formulated from a poor initial set and g, is
formulated from a subset of documents retrieved by
¢;. The query g, will probably not perform well ¢ither
since the query ¢, is not likely to bring new relevant
documents to the set which is used by ¢,. It is like a
chain reaction that the following queries (e.g., g3, 44....)
will be negatively influenced. In consequence, there
would be little performance improvement during refo-
rmulations.

It is of much interest for an analyst to investigate
how the algorithms react to different input sets at the
first query formulation (denote it as reformulation 0)
and dunng a course of reformulations. The reactions
at reformulation 0 would show a sensitivity of an
algorithm to different input sets. That is, high varia-
bility in performance implies high sensitivity. For the
following reformulations (i.e., 1, 2,..), the conver-
gence behavior of an algorithm can be observed, that
is, whether or not the algorithm settles down to a
single performance level as reformulations progress.
In this section, a measure for the algorithm sensitivity

to different input sets is proposed.

Performance Table

Pu Plz Pu
‘PP
nn

Reformulations

Set of Initial Inputs
{Random Samples)

(Fig. 1) The Process of Sensitivity Analysis of an Algorithm

In a real situation, initial inpul documents to the
algorithms can be obtained either from the user or
from the documents retrieved by the user’s initial
query (when the initial input is in a query form). For
evaluation purposes, they can be randomly selected

from the database since our intention is to investigate



reactions of the algorithms to different initial input
sets. Fig. 1 depicts the process of sensitivity analysis
of an algorithm.) Once the numbers of relevant and
nonrelevant documents for the initial input are deter-
mined (e.g., 3 relevant and 2 nonrelevant), each
sample is randomly taken from-the database D, and
collected in an input set, D;={Dg, Ds;, Dss,...}. The
algorithm uses the first sample Ds, to generate a
query. Then, the formulated query reftrieves the
documents from the database D and its retrieval
effectiveness (e.g., recall and precision) is computed.
The result is kept in P;, of the performance table.
The algorithm reformulates the query and stores the
performance measure of the reformulated query in Py,
and so on. Suppose that |P;| =#» and the number of
reformations is 72 Then the size of performance table
becomes z by ». The element P;; corresponds to the
performance measure of the 7" input sample for the
7™ reformulation. The elements in the performance
table can be pairs of recall and precision or any other

single measures.

" Graph-1 Graph-2
Precision Precision
/N N
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* * x /
* *
*
*
* * *t A
%
L]
M ¥
7 7
Recall Recall

(Fig- 2) Densities for Sets of Recall and Precision

Suppose that each element in the performance table
consists of a pair of recall and precision. Let P(A, D))
denote a performance table (size of # by ) generated
by algorithm A from a set of initial input samples D,.
Let Pp(4, Dj) denote the k* column of P(A, D)), ie.,
performance measures from the & reformulation. If
cach -element of P.(4, D)) is plotted on a recall-pre-

cision graph, it may look like one of regions in Fig. 2.
Suppose that regions A and B in Graph-1 are plotted -
from the measures generated by algorithms A4, and
A,, tespectively. The graph shows that there are
smaller differences among the pairs of recall and pre-
cision in region A Lhan region B. This implies that
algorithm A, is less sensitive to the initial inputs than
algorithm A,.

The sensitivity of P.(A, D,) is defined as follows.
Let Pr(d, Ds) be a performance measure of algor-
ithm 4 obtained from the /™ initial input sample at
the &* reformulation. Let P(A, D,) be an average of
performance measures of the k"% reformulation by

algorithm A over the initial input sel D,. That is,
Po(A, D,)=% Y Puld, D)

Then the sensitivity of P,(A4, D;) is defined as

Se(4, D)=—- X%, ZIP(4, D), Peld, D)

where Z(P, P’) measures the distance b-etwcen P and

P’ From a pair of recall and precision as a perform-

ance measure,

ZI(r1, p1), (2, P2 = /(r2—=r1)2 +(p2—p1)?

The function S;(4, D)) measures an average distance
between the center of the region formed by a sct of
performance measures and each member in the region
(Graph-2 in Fig. 2). The range of the function is 0 <
5:(4, D) < /2 /2. The best case is when Z(P, P} =
0, i.e.,, every pair of recall and precision has the same
value. The worst case is when pairs are the furthest
such as (0, 0) and (1, 1) where the average distance
from the center is +/Z /2. When there is more than
one queries to the algorithm, an average of §,(4, D))
can be computed over a set of queries. let Q be a set
of queries. Then

1

Si(4, D)) =E’

2 Sk(4, D)
q9€Q
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The sensitivity of an algorithm wilh a single measure
based on recall and precision (e.g., E-measure) can be
less accurate than with a pair of recall and precision.
For cxample, suppose that two pairs of recall and
precision, (0.4, 0.6) and (0.6, 0.4) are computed from
dilfercnt initial inpul samples. E-measures of these
pairs are same if the weighting factor alpha=0.5. But
there are 0.2 difference in each recall and precision.
In this rescarch, pairs of recall and precision are used
for sensitivity analysis of algorithms. As in the case of
CIRA in the previous section, it just reveals the per-
formance sensitivities 1o the initial inputs and does
nol necessarily imply that a low sensitivity is better.
For example, whatever the initial condition might be,
the sensilivity can be low if performance is low in
general. Therefore, the sensitivity of the retrieval per-
formance 1o an initial input and the CIRA should be
analyzed along with retrieval performance measures
such as E-measure, or recall and precision.

One of the observations that an analyst might be
inicrested in is how different initial inputs have effects
on the later reformulation performances of an algor-
ithm. In such a case, the proposed sensitivity measure
can be utilized. A desirable behavior would be to
seitle down (in other words, converge) to a single
point as the reformulations proceed whatever the

initial inputs may be.
4. Experimental Results

To measure and analyze the sensitivity to different
input documents and CIRA of the three query
reformulation algonthms, experiments were performed
in three test sets (CACM, CISI, and Medlars). Stat-
istics of the test sets are listed in Table 1. These test
sets consist of a set of documents, a set of queries and
their relevance judgments. The test sets were obtained
from the Virginia Disc series of CD-ROMs [3]. For
the initial input documents, 3 relevant and 2 nonrelevant
documents were used. In these experiments, the queres

with a small number of relevant documents which

was set lo be less than 6 were discarded since the
initial input contains 3 relevant ones. The number of
feedback documents used during each reformulation

was set 1o be 10.

{Table 1) Test Set Statistics

CACM CIsI Medlars

Description (Computer (Information (Medicine)
Sci.) Sei)
1. Number of documents 3204 1460 1033
2 Number of index terms 6166 5593 7276
(after the stemming)
3. Number of queries 64 111 30
4. Number of queries with more 4] 73 30

than 5 relevant docoments

The changes in retrieved area (CIRA) of the
algorithms on the test set CACM are illustrated in
Fig. 3 (Q-tree stands for query lree). Reformulation
on the x-axis corresponds to the changes in retrieved
area from reformulation 7-1 to 7. Overall, each algor-
ithm’s CIRA drops slightly as a reformulation continues.
This implies that there are a smaller number of new
documents refrieved at each reformulation. The
Dillon’s method achieved the low CIRAs compared

CACM
17
“7 a ¢ &
08 T o o
0.7 B & '
74 e
0.6 +
g 05 +
0.4 1+ 4 DNF
03 1 M Dilion
02 1 @ Q-tree
0.1
[1] + + t t |
0 1 2 3 4 5
Reformmlation

(Fig. 3) CIRA vs. Reformulation in CACM



wilh the DNF and query lree methods at most
reformulations. This result means that as reformulations
continue, the Dillon’s method does not retrieve new
documents as much as the query tree and the DNF
method do. The desirable shape of the line in CIRA
graph is the lower CIR As as reformulations continue.
That is a query converges to the set of relevant
documents to a user. The query tree and the method
have the most desirable shape among the three algorithms,

For the sensitivity to different inputs, each algor-
ithm’s sensitivity gets higher as reformulations continues.
It can be conjectured that in CACM the initial inputs
to the algorithms have effects on performance of the

later query reformulations.

CACM
0.5
0.45
0.4 Y ¢ e
|
0.35
0.3 e =
3 oz g =
.29 ® DNF
0.15 & Dillon
0.1 ® Tree
0.05
0 + $ 4 + i
0 1 2 3 4 5
Refornulation

(Fig. 4) Sensitivity vs. Reformulation in CACM

Unlike in the CACM test set, the DNF method
and the query tree in Medlars (Fig. 5) have sharply
decreasing CIRAs during reformulations;that is, the
retrieval arca converges steadily as a reformulation
continues. The Dillon’s method showed a similar
behavior as in CACM, but has a slower convergence
rate than the others.

The sensitivities of the algorithms in Medlars are
less sensitive than those of the CACM (see Fig. 6). It
may be from the high performances at reformulation
0. (High performance at an early stage tends to keep

the same retrieved set, which means low sensitivity.)

The measures of sensitivily of all the algorithms have
very similar shapes, and there is very litile differences
among them. The measures of sensitivity get lower
and become conslant as reformulations continue (cg.,
reformulation 3, 4 and 5) when compared with the
results from CACM

Medar
1.
0.9 £
os
0 g
.7 1+ (-
06 * B
&
g os 1 o =
Vsl Py
©3 1 oone ] s
02 + ImD¥on
014 |eatee
o 4 ¢ ' t t
o 1 2 3 4 5
Reformulation

(Fig. 5) CIRA vs. Reformulation in Medlars
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(Fig- 6) Sensitivity vs. Reformulation in Mediars
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In the CISI test set (as shown in Fig. 7), three of
the algorithms behave very similarly. Examining the
graph closely, the query tree achigved the highest
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decrease ralio among the three algorithms, and the
Dillon's method lhe lowest. For the sensitivity analysis.
they also look very alike, but the query tree is most
sensitive to the inpul sets even though the differences

with other algorithms are very small.

CISI
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{Fig. 7) CIRA vs. Reformulation in CISI
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(Fig. 8) Sensitivity vs. Reformulation in CISI

{Table 2) The E-measures (alpha =0.5) and standard
deviations in the test set CACM

Reformulation 0 1 2 3 4 5
Querytree  0.84/0.170.83/0.13 0.79/0.20 0.71/0.190.62/0.21 0.59/0.19
DNF 0.77/0.120.81/0.13 0.76/0.13 0.79/0.150.76/0.120.78/0.13

Dillon 0.90/0.140.87/0.13 0.88/0.10 0.88/0.080.90/0.050.90/0.07

As mentioned in the previous section, when analyzing
the sensitivily measure, we need to examine the
retrieval performance, e.g., recall and precision, of
each algorithm at each reformulation as well. The
E-measures of the three algorithms from the test set
CACM are shown in Table 2 (The outcomes of the
other test sets are very similar. For details, please
refer to [9, 10]). The Dillon’s method shows the
highest E-measure among the algorithms which means
the lowest performance. In Fig. 4, 6, and 8, the sensi-
tivity measures of the Dillon’s method are lowest even
though their differences are not large. It can be
conjectured that the low sensitivity of the Dillon’s

method is due to its low retrieval performance.
5. Conclusions

In this study, a new criterion of evaluating query
reformulation algorithm’s performance called the
changes in retrieved area (CIRA) is developed and
analyzed using the three test sets. This measure reveals
how a query reformulation algorithm changes its
retrieval area in the database during reformulations.
With recall and precision alone, it is impossible to get
such performance information. Another performance
measure developed in this research is the sensitivity of
a query reformulation algorithm to different initial
inputs. Since a high sensitivity of an algorithm means
that the retrieval performance heavily depends of an -
initial input, a low sensitivity should be one of the
factors a good algorithm should have. A care should
be taken when a low sensitivity observed because it
can be due to the low retrieval performance.

Overall, the query tree scored the lowest CIRA
between the 4™ and 5" reformulation and showed the
highest decrease in convergence ratio in the three test
sets. This implies that the query tree converges to an
output set faster than any other algorithms. It is also
found that the three algorithms are somewhat sensi-

tive to the input sets as shown in Fig. 4, 6, and 8.
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