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Abstract

This paper is concerned with designing X—control charts When an estimate
error may be inevitable. Estimate error offen can not be avoided in estimating or
measuring the parameter values of the cost model for the control charts. The
bounded interval is a common practice to compensate for inherent est1mat1ng error.
We introduce the propagatlon of error techmque to deal W1th the econormc design

of the X control charts with 1mpre01se information on the cost model parameters

A numerical example is presented to.show .its ability in the economic design of X
~control charts. '

1. Introduction

Many useful control chart methodologies have -been developed- for quality control
engineers to ~use for  quality inspection. Most - researchers. developing .. these
methodologies have paid primary attention to how to effectively improve a control
chart only taking statistical criteria into account. This kind of control chart has
the shortcoming of ignoring many of the related economic realities of the real
world process. Therefore the quahty control engineers also:need to look at the
control chart from an economic point of view.- In general an economic control
chart is constructed based on the concept of rmmmlzmg the expected total cost
which is affected by the cost model parameters. '

The problem when constructing an economic control chart ‘is that the quality
control engineers must:collect data from the process being studied and estimate the

parameter values. Let us take an economic design of an X-control chart,
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specifically Duncan’s model(1956). This model requires various parameter values
such as the cost per unit of sampling and plotting that is independent of the
sample size, the average cost per occasion of finding the assignable cause when
exists, the magnitude of the shift in the process mean when the assignable causc
1s present. None of these values are known with certainty, so they must e
estimated. In estimating them the quality control engineers recognize that they are
not precise and that their actual values will be somewhat different from the
estimates. In order to reduce the impact of estimate errors, an allowance schern:

is to make interval estimates such as ( ¢;=4dc;) where Jc; is the estimation error
of an estimate ¢; Though it is a quite common estimation approach, the problem

is how to compite the aggregate error in the final economic ment due ro
individual estimate errors.

Many researchers such as Duncan(1956), Chiu and Wetherrill(1974), Goel, and
Jain and Wu(l96&) have studied the impact of estimate errors on the econonic
design of a contrel chart.  Such studies have usually been made by investigating
how the expected cost of constructing the contral chart was affected by a chanje
in one of the parameters in the cost model. One-at-a~time analyses &re
inappropriate 1o reflect the true realities of the real world. In the real world, more
than one of the purameters in the cost model involve an estimate error. Therefore,
quality control engineers need to know what the impact of composite estimute
error is on the eccnomic design of the control chart.

The purpose of this paper is to present an analytic error analysis for deriviig
the impact of composite estimate error on the economic design of a control chirt
when the parameters for the cost model involve estimate errors. First, we brie'h

review Duncans’s model for the economic design of X control charts. Second, wve

introduce the propagation of error technique for the error analysis. Third, we
present mathematical derivation for the impact of composite estimate error and &

numerical example

2. Duncan’s Economic Design Model

In this section we will briefly present the economic design of X control charts
proposed by Duncan(1956).

Control charts are widely used in the manufacturing field to maintain statistical
control of a process, which means differentiating between inevitable random causes
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and assignable causes of variability in the process. To construct the contro:
charts quality control engineers must specify the combination of control char
design parameters (sample size n, width of the control limits &k, and sampling
frequency h). Depending on the scheme of the design parameters the design o
the control charts has different economic consequences.

Some specific assumptions need to be made to formulate Duncan’s economic
model] as follows:.

1) The production process i1s assumed to be in either one of two states: the
“in-control” state  (E(X)= p=puy) or the “out-of-control” state defined b
p= st 86 (note that ¢ is the true standard deviation and & is the
magnitude of chift in a process mean).

2) The length of ‘ime which the process remains in the "In-control” state is ar
exponential random variable with mean 1/h given that it begins in the contro
state. (A : aver.ige number of an assignable cause to occur).

3) There is only a1 single assignable cause for the shift in the process mean t«
the out-of-control state.

4) If the process s in the "out-of-control” state. it remains in operation during
the search for "he assignable cause.

5) The process is not self-correcting.

There are three cotegories of costs making up the expected total cost.  First, the
cost of sampling and testing is assumed to consist of both fixed and variable
components. Owing to the difficulty of obtaining and evaluating cost information
the use of more complex relationships is probably nappropriate. Second, the costs
associated with producing defective items are covered by warranties or guarantees
Third 15 the costs o investigating and possibly correcting the process following ar
action signal. The expected cost per unit time 1s computed as the ratio of
expected cost incurred during a cycle to the expected cycle in unit time(1980).

For simplicity, we employ the result of the expected cost per hour incurrec
using the process proposed by Duncan(1982) as follows:

E(L)=(a,+ ayn)/h+{ABay+ (aas/h) + Aas}/ (1 + AB) ¢!
where

B={1/(1 - 81~ 1/2+ Ak/12}h+ gn+ D

We define
a, ' the fixed cost of sampling.
a: . the variable cost of sampling.
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az - the cost of finding an assignable cause.

aé, . the cost of investigating a false alarm.

as . the hourly penalty cost for operating in the out—of-control state.
a : probability of looking for an assignable cause when it does not exist.

= 9 j;‘ml/(er)‘l’/zexp(— 2" [2)dz

1-8 : probability of looking for an assignable cause,

= JA 120 exp(— 24/2)dz

A . average munber of an assignable cause to occur.
D © the time rewuired to find an assignable cause.
g . the time required to sample one item and interpret the results.

It 15 noted thut this economic cost functior. 1s the expected cost per hou
incurred by the process. Equation (1) 1s a function of the control chart parameto::
n, k and h  The detail and simplified schemes of obtaining the optimum values
n, k and h by the minimization of E(I) have been discussed by Chiu znc
Wetherrill (1977, Duncan (1956), and Goel, et al (1968). In this paper. we use “h
Chiu and Wetherrill’s simplified scheme in which by constraining the power of he
chart (1-8) to & specified value (090 or 093) the optimal n and & can b«
approximated by the solution to

(Z+ k) ¢( k) = 6%as/(ay+ Aa,8) ()

and
8(n'") = k=2 &
Where
z = 128264 1 - 8 = 090
= 16490 i 1 - B8 =095

d(k) == 1/20)  exp(— k*/2).

Given n and k. the optimal value A is computed using the following equation.
h=[(a:~ a;+ am)/Aa,(1/ (1~ B) —0.5}]"" )

The propagation of error techmque will then be applied to equation (1), (2), ()
and (4) to derive the impact of estimation errors on the expected cost.
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3. Propagation of Error Technique

In this section. we will present the different error analysis techniques and give
some reason why we use the propagation of error technique instead of the others.
The main purpose of error analysis is to find Ay, most probable error of the

function y=A«¢,. .,c,) when each variable ¢; has a bounded interval ot
( ¢;*dc;) where Je¢; is the estimation error of ¢, There are two approaches to
obtain the composite error dy due to individual errors Jdcis.  One is the

approximation approach using the total differential; the other is the statistical
approach using the propagation of errors.
By means of the total differential, the composite error 1s defined as

Av= g aflacdc, (5)

But it is not certain whether the effect of each individual error is to increase or
decrease the combined error, which is a matter of randomness. In other words,
we are at a loss as to how to recognize when to use either +Ag or -4¢ . They
may have equal chances of occurring. Therefore, the composite error Ay
computed using the total differential may render a much larger amount than what
it should be. Whil: we would always like to quote the greatest error, we will
usually find this hope frustrated. But even if such an error were found, it would
be of little value if it were very large and of rare occurrence. What is of value is
the shape of the distribution curve, particularly within some reasonable range of its
peak which might include from 70 to 90% of the number of readings that are
taken (1966). Consequently, the total differential will not be used in our analysis.

The propagation of error technique was proposed by Pugh and Winslow (1966).
Thev point out that the purpose of the propagation of errors is to answer the
question "Given som: set of numbers and their errors, what are the errors in some
prescribed function involving these numbers?” Since the interval of a distribution
1S proportional to its standard deviation, they obtained the propagation of errors of

a function y= f{¢), .., c,) in the statistical fashion:

&= 3 (aflac)o.)’ 6)
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where g, is the standard deviation of variable ¢; . The value of o, obtain:d
from Equation (6) is an approximation in general Accordingly, if we use o, and
4y interchangeablv, and use 0., and dc, interchangeably, the propagation of errcrs

equation is rewritten as

(43)P= S (of/ac)de)’ (1

Now it may be helpful to restate our reason to employ the propagation of error
instead of the total differential in the error analysis: 1) we do not have to consider

the direction of individual errors (e, + dc;, — dc,) because the propagation of errnr

equation (7) consists only of squares: ii) the composite error 4y which 1=
computed by equation (7) is always smaller than that computed by the torl
differential equation (5) because the errors of opposite directions cancel each othit

internally (1966). For example, when we add two estimates ( a=Jda) and ( b= 450,
the composite error computed by equation (7) i1s (Aa2+db2)l/2, whereas it s

( da—+ 4b) by equation (5). Further, the comment by Pugh and Winslow may b
helpful (1966): "People not trained in statistical procedures often use equations like
(5) instead of (7) when it is the latter that they should use. An equation like %)
always gives a more pessimistic statement of the propagated error than does ()
Although it is better to be too pessimistic than to be too optimistic in reporting
the magnitude of the errors in one's experimental results, it is a disservice 1¢
one’s colleagues to report a much larger error than is warranted.”

4. Evaluation of a Total Cost with Imprecise Information

In this section, we will derive the composite errors associated with the expected
cost function E(L!, a width of control limits k, a sample size n, and a sampliig
frequency A by applying a propagation of error technique. We will also present
simple illustrative example.

The parameter values used to construct control charts may be imprecisch
measured in the real world due to several sources of estimation errors such
inherent variability in the process, and the measurement instruments. The
imprecise parameter values have an impact on the derivation of the width o
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control limits, the sample size, and the sampling frequency, eventually causing the
expected total cost to be unknown with certainty. Therefore, an evaluation of the
expected total cost with consideration of the estimation errors is required foi
guality control engineers working in a practical field.

Looking at equation (1), we recognize that the expected cost is affected by the
width of control limits, the sample size, and the sampling frequency, all of which
are also dependent ¢n the cost estimates. Thus, we need to derive the composite
error with regard to each parameter(k, n, and A and thereafter the expected cost
function E(L). Applving equation (7) to equation (2), (3), (4), and (1) results ir
equations (8), (8), (00, and (11), respectively: It is straightforward to derive the
other equations except for equation (8). Since equation (2) is implicitly definec
with respect to variable “k”, we employed an implicit partial differentiatior:
technique to derive equation (8) [ see Appendix].

Bh={$(2)8/ OV { (2a348)* + (8das)?} +{8ay/ (ar + Aa @)} B2ay + (a,800)

+(Agday)’ + (Aaydg)*}] (8)

where C=(kz+ k) +1)a,+ Aa,Q)
A= {2(z+ k) [8"{ L+ ( 48] 8%} 9

Ah=(Lta3+ 8a)+ n*Aay+ d54°0) /{4(as + ay + agn)(Aa,P))

+{Pay+ a,+ ayn)(d3d*A+ A 42a,)} A(Aa,P)® (10)
Where P=(1/(1-28)—0.5)

When deriving the composite error with respect to the width of control limits
we employed an mplicit partial differentiation  technique together with the
propagation of error technique. Also note that the z value is assumed to be fixed
at 1.2826 as suggestad in [Chiu, wetherill, 1974] and [Montgomery, 1982]

We can fmally cderive the composite error of the expected total cost with
equation (8), (9) and (10). Then, the composite error equation is given by
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AE(L) = (da, + n*day+ a5+ asdn) [ B+ {1/ (1/ (1 + AB)*}{ B’a4°A
+ B A0, + (el ) Aay+ (aad® )22 h+ d54°A
+ el az) + {1/ (1+AB)*HA%a5(1/ (1~ A 0.5
+ AR/6) A R+ (B+ AR [12)°4°A) + {A%/(1+ AB)"}
(n*.2g+ dan+ 4°D) (1

where A= (ABay + aas/h+ Aas)

Now we will show a simple illustrative example to demonstrate how to calculate
the impact of the estimate errors on the expected total cost function when
designing control charts, The data for the example was taken from Montgomery s
paper (1982). To solve the example, we modified the computer program by adding
the composite error portion to it

To construct control charts, quality control engineers need to estimate the values

of the cost model as follows (See 1, 3, 7 and 9 for more detail):

@, =81.00, @,=%0.10, @3=$25, @3=%$50, a,=$100,
A=0.05, 6=2.0, 2=0.0167 hour, D=1 hour.

The optimal values of k, n, and h are 299, 5 and 0.76 hours, respectively, with
E(L) of $10.38/hour.

However, since a point estimation may not represent the true realities of tae
process under study, for illustrative purposes it is assumed in this paper that each
estimated value involves 10% error. Then, the ranges of error for k, n, A ard
E(L) were obtained as follows:

dk=0.0439, 2.9461 < £<3.0339
dn=0.4667 4.5333 <n<5.4667
dh=0.3633 0.3967 < h<1.1233

JE(L)=1.5809 8.7991 = E(L)=<11.9609

5. Conclusion

As preseneted in this paper, estimate is needed of the error of a quantity that is
a function of several random variables. For this purpose, we employed tae
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progation of errors technique to derive the composite error of an economic desigr

model for X-contro! charts assuming that information was imprecise. It should
be noted that the resulting value for the composite error derived by using the
technique suggested in this paper is not exact, but only approximate. If it is true
that some error is involved in estimating parameters and the function to be
handled is complex, this approach is useful for eviluating the expected cost wher

constructing X-control charts and can be extensively used for other contro!
charts. As a further research, we recommend to investigate what combination o
the values of n, k, and h really minimizes the expected cost for an economic

design of X-contrcl charts.

References

[1] Chiu, W. K. and Wetherill, G. B.(1974), “A Simplified Scheme for the Economic
Design of X-Charts,” Journal of Quality Technology, Vol. 6, No. 2, pp. 63-69.

[2] Chiu, W. K.(1477), "A Sensitivity Study for Minimum Cost np-Charts,”
International Journal of Production Research, Vol. 15, No. 3, pp. 237-242.

[3] Ducan, A. J.(1956), "The Economic Design of X-Charts Used to Maintain
Current Control of a Process,” fournal of the American Statistical Association,
Vol. 51, pp. 228-242.

[4] Goel, A. L., Jain, 8. C, and Wu, S. M.(1968), "An Algorithm for the
Determination of the Economic Design of X-Charts Based on Ducan’s Model,”
Journal of the American Statistical Association, Vol. 62, No. 321, pp. 304-320.

[5] Lorensen, Thomas, J. and Vance, Lomine C.(1986), "The Economic Design of
Control Charts: A\ Unified Approach,” Technometrics, Vol. 28, No. 1, pp. 3-10.

[6] McDowell, Edward D.(1987), "The Economic Design of Sampling Controi
Strategy for a lass of Industrial Processes, " IIE Transactions, No. 3, pp
289295,

[7] Montgomery, Dcuglas C.(1982), "Economic Design of an X Control Chart,’
Journal of Qualiry Technology, Vol. 14, No.l, pp. 40-43.

[8] Montgomery, Douglas C.(1985), Introduction to Statistical Quality Control, John
Wilev & Sons, Inie. New York,

(9] Montgomery, Douglas C.(1980), "The Economic Design of Control Charts: A
Review and Literature Survey, " Journal of Quality Technology, Vol. 12, No. 2
pp. 75-87.



74 FEAIHEA A247 3% 1996 9¥

{10] Pugh, Emerson M. and Winslow, George H.(1966), The Analysis of Physical
Measurement, Addison-Wesley, Reading, Massachusetts
[11] Takazi Kanazuka.(1986), " The Effect of Measurement Error on the Power ot

X-R Charts,” Journal of Quality Technology. Vol. 18, No. 2, pp. 91-102.

APPENDIX

We employed an implicit partial differentiation technique to derive equation (8!
because it is implicitly defined with respect to variable "k".

(z + B k) = az/(ay + Aayg) (1
Equation (1) is rearranged like equation (2) regarding to variable "k".

F=(z + B)/¢(k) = &as/(a; + Aayg) ("

where

o(B)=1/(27) 12, ~(K/2)

To derive the error value of k, we need to take a partial derivative of equatior
(2) with respect to all of the variables involved as followings:

Fg= — 2803/02 + Aaug

Fo=[¢B) — (z+ Rk 1/8(R)°
where

$(H = (1/(20'2 e ¥y

= 1/@2m2e %2 (2 £/2)

i

— kD B2

= — kg(k)
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Fo=[ ¢k + Kz + R(E)]/d(k)°
=[klz+ k) + 11/ (k)
oklad = 26a,9(k)] {(ay + Aa@)(k(z + k) + 1)}
= 2¢( k)bay/ (Aas8)
i) ok/day=—F [F,
F.= —8/1ad" + la;
Fo= ‘kzth+1) /¢(k)
Ok/ dag = ¢(©)&*] { (k(z+ R +1)az4 a0
i) ok/day=— Faz/F,g

v)

v)

vi)

F, = S ay/ (as+ Aag)”
Fo= {Bz+R+1) /¢(k)
ok day = - $(B&%as/ {(Kz+ k) +1)ayriae)’

dk/ A= —F | F,
F,= 8a-ag/ (ay+ia,g)’
Fo= {kz+R+1) [/ o(R)
Okl A = — MRS asa | ((K(z+ B +1)a,+ Aa,0)?)

ok/day=—F  |F,
Fo,= 8asig/ (ay+ Aays8)*
Fo= {k:+R+1} | (k)
ok/da; = - (p(k)d°azAg) | {(k(z+ k) +1)ay+Aa,e)?)

ok/dg=—F ,/F,

F,= 8ajdayl (ay+ Aa,8)*

Fr= (kz+ B +1} [¢(k)

Okl dg = -- p(k & asda,] (K z+ k) + 1) as+ Aa.8)’
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(AR = (0k) 38) + (8K daz)’ +(0k/ day)* + (3R] dA)2T (k[ day)* + (dk/ d2)*

= {28(R)8a3 48/ (k(z+ B+ 1)a,+ Aa.0)} *
b $(R6%das) (K z+ k) +1)ay+ Aae)}
+ (R asday (Kz+ k) +1)a, + a8} °
+ | ¢(R) 6 asasgdi] ((z+ B+ 1) ay+ dag)?) ?
+ L g(RS apgday] (k(z+ k) + 1) ay+ Aa,0)} *
+ | (RS ata,dg] (K(z+ k) + 1) a2, + dae)?} *
= {(¢" R at L8+ L ay)} |
+ {g(BS a3’ (LPay+ alld A+ Vg BPay+ 2% alPdg”)) | ¢F
= (¢ (R8N [(4 a’ L8+ 8 4% + {(& as?)/(az+ Aae)?)
(Aa,+ ald dA+ Vg B ay+ A° a 487} ]
where
¢ = (Kz+k+1)ay+ a8

¢ = (KHz+ B +1)(ay+Aa,g)’





