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The Effects of Group Interaction on The Performance of
Group Decision Making in A GDSS Environment

Most of the research on a group decision support system [GDSS] has focused on directly exam-
ining its effect on the decision outcomes. Under this research framework, however, the role of
group interaction process is largely ignored. This study .focuses on the effect of the group inter-
action process on decision—making performance when a GDSS is used as the only medium for
group interaction. Specifically, this study sought to determine whether significant relationships
exist between the quality of the decision and the decision functions, contingent phases, and dif-
ferent decision paths. Natural interaction processes of decision—making groups was simulated in
an experimental setting in which volunteer subjects from several business classes were assigned
to dispersed three —person groups undertook the experimental task via a decision network, A
baseline GDSS was developed for this setting. The results of this study confirmed earlier studies
in a non—GDSS setting to suggest significant effects of decision functions and contingent phases
on the quality of decision but no significant relationship between decision path and the quality of

group decision.
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I. INTRODUCTION

Recently, the development of a group de-
cision support system (GDSS) in computer
information systems research has made a
significant contribution to the organization
of the future. GDSS combines communica-
tion, computer, and decision technologies
to facilitate the solution of less—struc-
tured tasks by a group with joint respon-
sibility. GDSS also enhances communica-
tion among group members [Bui & Jarke,
1986 ; DeSanctis & Gallupe, 1987 ; Hu-
ber, 1984b].

There has been remarkable growth in
GDSS research throughout the past dec-
ade. The research findings as well as the
developments in technology in this area
‘are well—documented in several recent
studies [Dennis, George, Jessup, Nuna-
maker, & Vogel, 1988 ; Kraemer & King,
1988 ; Pinsonneault & Kraemer, 1989].
This emerging body of research in GDSS
provides evidence that computer technolo-
gy can and does affect the quality of
group decision making. With few excep-
tions, most GDSS research has been orient-
ed toward investigating the effects of
GDSS and other situation variables on

group outcomes such as quality of deci-

sions or group consensus. Very few studies
have focused on the group process. Those
that have are far from an in—depth analy-
sis of the process itself. Of the few excep-
tions is the Adaptive Structurational The-
ory [DeSanctis and Poole, 1994 ; Poole,
Siebold, and McPhee, 1985] is an encom-
passing theory which focuses on the inter-.
action process as the primary consituent of
group decision making using a GDSS.
While GDSS research has largely ignored
the process of group interaction, many small
group scholars have long been interested in
the role that the process in face—to—face
settings may play in determining whether a
group will arrive at a low— or high—quality
decision [Collins & Guetzkow, 1964 ;Hack-
man & Morris, 1975;Hirokawa, 1982;Janis,
1983;McGrath, 1984 ]. Many of the efforts
have led to the general conclusion that is
clearly reflected in Huber’s [1984b] often

cited equation :

Actual Decision—making Effectiveness
=Potential Decision
—making Effectiveness

—Process Losses+ Process Gainss

However, few have actually measured
the “process variables” of group decision

making. Despite the efforts of a number of



researchers, it has yet to be demonstrated
with any degree of certainty, what is
going on when a group is interacting and
what kind of relationship exists between
group interaction processes and group de-
cision—making outcomes [ Hewes, 1986 ].

Research on group decision processes en-
compasses an array of theories which
serve as models for observing group inter-
action. A series of recent essays [Gouran
& Hirokawa, 1983, 1986 ;Hirokawa, 1982,
1988] explain the functional perspective
which contends that the quality of outcome
of group decision process is closely related
to effective performance of certain deci-
sion functions by a decision group. The de-
cision functions ihclude ;| @ define and an-
alyze the problem, @ establish criteria for
evaluation, @ generate alternative solu-
tions, @ evaluate the positive consequenc-
es of the alternatives, ® evaluate the neg-
ative consequences of the alternatives, ®
chooée from the alternatives, and ) estab-
lish operational procedures.

In addition to the task dimension [deci-
sion functions], the group interaction proc-
ess has a relational dimension [ working re-
lationships| [Fisher & Ellis, 1990]. Poole
and Roth [1989] identified four classes of
Workihg relationships : @ focused work,

@ critical work, @ conflict, and @ inte-
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gration. According to the contingency
model of group decision process, a contin-
gent phase can be categorized as a combi-
nation of both categories of decisionvfunc-
tions and working relationships [Poole,
1983];for example, the contingent phase
of problem analysis in a focused working
relationship. Despite the efforts of the
researchers mentioned above, it has yet to
be established with any degree of certainty
that significant relationships exist between
time spent for certain types of interaction
behaviors and group decision —making per-
formance.

There is very little doubt that empirical
efforts need to be directed toward deter-
mining whether a systematic relationship
exists between group decision—making
outcomes and the micro— and macro—
level patterns of interaction. The main ob-
jective of this study is to addresses the fol-
lowing research questions :

(1) Is there any significant relationship
between the quality of decision and
the decision functions?

(2) Is there any significant relationship
between contingent phases on deci-
sion performance?

(3) Is there any significant relationship
between the quality of decision and

different decision paths?
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The ensuing discussion of group decision
making requires a full understanding of
several key terms that specifies a rather
precise meaning, probably narrower than
the meaning used in everyday conversa-
tion. Shaw [1976, p.11] defined a group as
“two or more persons who are interacting
with one another in such a manner that
each person influences and is influenced
by each other person.” This definition per-
ceives the central element of a group to be
interaction among its members so that the
members are interdependent among them-
selves. Group interaction refers to the dy-
namic interplay of individual and collective
behavior of group members, acting in a
complex environment. In this study, the
terms interaction and communication are
used interchangeably. A group decision is
an ultimate outcome of group interaction.
It i1s inevitably a choice made by group
members from among alternative propo-

sals available to them.

II. HYPOTHESES

There is a number of possible variables
for the group decision. A list of the varia-
bles includes the decision quality, the con-
sistency of group performance, the breadth

of the decision, the acceptance of the deci-

sion by the members, and so on. Of these
possible variables, however, “quality‘of de-
cision” is chosen as the only variable for
decision outcome in this study. This is not
only because it has been a consistent out-
come variable in the previous research but
also because it allows this study to be com-
pared directly with those conducted in a
non—GDSS environments. The quality of
a group’s decision has been linked to the
group interaction process by a number of
small group [Collins &
Guetzkow, 1964;Gouran, 1973;Hackman
& Morris, 1975;Hirokawa, 1982;Steiner,
1972].

The conceptual model, which indicates

researchers

the variables of most relevance and impor-
tance to this study, provides a basis for the
elaboration of the hypotheses that are test-
ed in the research. Figure 1 presents the
conceptual model of the research.

Most research questions and hypotheses
are drawn from the previous research on
“natural group process,” that is, non—
GDSS research. These prior research
findings, however, represent a baseline on
which the hypotheses for many GDSS
research is based. Whether the same pat-
terns of group interaction observed in non
—GDSS decision processes were also ob-

served in the groups using GDSS was



carefully examined.
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Controlled Variables Independent Variables Dependent Variable
INPUT DECISION PROCESS OUTPUT
Task
Group Size Decision Function | .
Motivation Decision
GDSS | > | Contigent Phases | — >
Quality
Decision Path —_—
Etc.

Figure 1. A conceptual model

Despite the efforts of the researchers
mentioned above, it has yet to be estab-
lished with any degree of certainty that
systematic relationships exist between the
frequency of certain types of interaction
behaviors' and group decision making. The
functional perspective described above sug-
gests the effects of decision functions and
the decision performance. It leads to the

statement of the first research question.

Research Question I :
Is there any significant relationship be-

tween the quality of decision and the deci-

sion functions?

This question can be rephrased as “Which

decision functions account for more vari-
ance of the outcome variables?” As a
result, finding a significant relationship be-
tween the decision phases and the quality
of decision virtually means the testing of
the “functional perspective”. There is some
evidence that three critical task require-
ments out of the four mentioned above had
positive relationships with the decision
quality [Hirokawa, 1983a, 1983bb]. From
this, three hypotheses are stated :

Hla : The quality of the decision is sig-
nificantly related to time spent
analyzing the problem in a deci-
sion group using a GDSS.

H1b : The quality of the deéision 1S sig-
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nificantly related to time spent es-
tablishing criteria for evaluating
alternatives in a decision group
using a GDSS.

Hlc : The quality of the decision is sig-
nificantly related to time spent as-
sessing negative qualities of

alternatives in a decision group
using a GDSS.

The contingency model of group decision
process describes the development of a de-
cision as a series of intertwining threads of
activity that evolve simultaneously and in-
terlock in different patterns over time.
These threads are none the less the two as-
pects of behavior that reflect both task
and relational dimensions. The categories
of behaviors in the task dimension are
summarized as the task functions men-
tioned in the previous section. For the rela-
tional dimension mentioned above, the
working relationships among group mem-
bers are of particular interest in this
research of decision making. Poole and
Roth [1989] identified four classes of such
working relationships : @ focused work,
@ critical work, @ conflict, and @ inte-
gration. A contingent phase can be catego-
rized as a combination of both categories

of task and working relationships ; for ex-

ample, the contingent phase of problem
analysis in a focused working relatibnship.

As in the case of decision functions, it
also can be implied that there may be
some relationship between these contin-
gent phases and the quality of the decision.
As a corollary of Research Question I, the

second research question is stated.

Research Question 1I :
Is there any significant relationship be-
tween contingent phases and decision per-

formance?

No hypotheses are stated for this
research question because there has been
no evidence reported on the effect of any
specific phases in the previous research.
Consequently, by answering this research
question, the contingency theory of deci-
sion process can possibly be tested.

There are some prescriptive models of
group decision process that would support
“ideal” processes or “best” ways to make
decisions. One of the most popular models
of decision process is the rational reflec-
tion model, drawn from Dewey’s [1910]
How We Think. This model relies on careful
exploration of symptoms, causes, and gene-
ration of criteria for an effective solution

before a conclusion is reached. Based on



this model, various descriptions about the

vproces‘s have emerged ; all of which are
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summarized in Figure 2.

Step One
ANALYZE PROBLEM,

Step Two
ESTABLISH CRITERIA

Step Three
GENERNATIVES
ALTERNATIVES

Step Four
EVALUATE
ALTERNATIVES

Step Five
CHOOSE FROM
.ALTERNATIVES

Figure 2. A normative model of group decision making

The rational reflection model has had its
critics. Siebold [1988] argued that the pro-
cedure is too complex, it is costly in time,
and it views problems in a closed rather
than open systems framework. Further-
more, people using the procedure find it
difficult to agree on values or to gather
enough information to do thé job pfoperly.
These criticisms, however, have not pre-
vented communication scholars from rec-

ommending its use in group discussions.

Research Question I is stated to address

" this issue.

Research Question II :
Is there any significant relationship be-
tween the quality of decision and different

decision paths?

This also can be restated as “Does an ef-
fective decision path exist?” or “What se-

quence is the most closely related to better
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performance?” As a result of answering
this research question, the effectiveness of
the rational reflection model will be tested.
Hirokawa [1982] implied that the rational
reflection model is related to effective
group performance because solutions are
generated after the problem is analyzed. A
later study by Hirokawa [1983b] suggest-
ed that the middle phases of solution gene-
ration also have significant positive rela-
tionships with the quality of the decision.
Two hypotheses are stated based on these
findings :

H3a : Groups performing “problem anal-
ysis” in the first stage of their de-
cision path are more likely to
come up with a higher —quality
decision in the decision making
using a GDSS.

H3b : Groups performing “alternative
generation” in the middle stage of
their decision path are more likely
to come up with a higher —quality
decision in their decision making

using a GDSS.

. Measures

Modeling Group Interaction
The interaction is typically represented

by the conditional probability of moving

from one category to another in a speci-
fied unit of time regardless of who makes

the remark
Prob(X,att | Y,att—n)=+Prob(X,att)

That 1s, the odds (Probability) of a be-
havior X being performed by a person B at
some time t, given that person A per-
formed behavior Y at some earlier time, t
—n, does not equal the odds that B would
perform X regardless of A’s earlier behav-
ior. Hewes [1986] argued that this equa-
tion offers the most precise definition of
communication yet available.

Based on this conceptual isomorphism as
well as its potential predictive power,
Hawes and Foley [1976] chose to model
group interaction with a Markov chain
which is a discrete state stochastic process.
The advantage of knowing that a process
closely resembles a discrete Markov chain
is the resulting ability to predict the distri-
bution of coded utterances at any point in
the future.

The ensuing analyses focus not upon the
individual or paired codes of talk but upon
transitions between coded utterances.
More specifically, the procedures focus on
the relative frequencies of transitions be-

tween utterances rather than on the rela-



tive frequencies of the utterances them-

selves.

Coding Systems

Two coding systems were used to identify
two aspects of group communication, task
process behavior, and behavior reflecting

working relationships in the groups. A cod-
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havior is displayed in Figure 3. It is a modi-
fied version of Poole’s Decision Functions
Coding System (DFCS) [Poole & Roth,
1989]. It is specifically set up to distinguish
among statements focused on the problem,
on the evaluation criteria, on solution de-
sign, on evaluation/choice, and on operating

procedures.

ing system that will index task process be-

Analyze Problem (P): includes the statements that identify and clarify the nature of the
problem, its symptoms and seriousness, or its causes [problem analysis]; and evaluates for or
against a problem analysis statements [problem analysis evaluation).

Build Evaluation Criteria (C): includes the critical requirements for a choice ; that is, the
specific objectives that need to be achieved in order to remedy the problem, or the specific
standards that choice must satisfy in order to be judged as acceptable.

Generate Alternative Solutions (A): includes statements of the principles that should guide
group actions or decisions [solution guidelines]; any concrete, particular, specific proposal for
action [solution proposall; and any statement that modifies, elaborates, qualifies, or provides
details on solution proposals or bargains [solution elaboration].

Evaluate Alternatives (E): includes the following subcategories.

Confirm Evaluation (ECON): includes arguments for or aganst a solution guideline, proposal, or
elaboration statements.

Evaluate Positive Consequences (EPOS): includes any statement or
the group identify positive and desirable
when it is accepted.

question which helps
implications and consequences of an alternative

Evaluate Negative Consequences (ENEG): includes any statement and question which helps

the group identify negative and undesirable implications and consequences of an alternative
when it is accepted.

Establisl; Operating Procedures (O): includes the statements that orient the g]oup to its work
and specify the process the group will follow in working on its task [orientation), and statements
that reflect on or evaluate ongoing group process [reflection].

Figure 3. Categories of Task Activities

For the classification of working rela-
tionships, Poole and Roth’s Working Rela-
tfonships Coding System (WRCS) was

used. The atmosphere of each statement
was categorized using WRCS. This coding

system 1s summarized in Figure 4.
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Focused Work (FW): includes the atmosphere in which members.:are working with a
concentrated focus on the task at hand. There is a high degree of idea development and the
socioemotional tenor of the interaction is positive. Common statements in this category include
adding to and clarification of ideas, building on member contributions, dividing labor on the task,
and sharing thoughts and opinions on issues.

Critical Work (CW): includes the atmosphere in which the group concentrates on the task at
hand and there is a high degree of idea development. However, unlike focused work, in critical
work members critically examine each others’ contributions. There are disagreements but no
sense of opposition. Criticism is incorporated into the stream of ideas and is directed toward the
proposal on the floor. Common statements include criticism about other’s ideas and positions,
building on member contributions, and clarification of ideas.

Conflict (CO): includes the atmosphere in which members form sides and take opposing
positions [opposition]; one side gives in to the other [win-losel; members drop the subject or
postpone considerations until later [tabling]; and parties try to discuss the conflict in a way that
can lead to a mutually acceptable resolution [open discussion].

Integration (IN): includes the atmosphere in which the group is not "on topic”. There is little or
3;) idea development. Common statements include joking, non-task discussions and personal
scussions.

Figure 4. Categories of Relational Activities

Measures for Independent Variables

There are three independent variables
involved in the research model : decision
functions, contingent phases, and decision
path. The measures of each variable are
described.

Measures for Decision Functions. Deci-

sion functions are identical with the six
categories of the Decision Function Coding
Systems(DFCS) : analyze problem (P),
build evaluation criteria (C), generate
alternative solutions (A), evaluate positive
consequences (EPOS), evaluate negative
consequences (ENEG), and establish oper-
ating procedures (O).

After coding every message exchanged

in an experimental group discussion, a pro-

file of codes in some order of interdepend-
ence is obtained. For example, if a mes-
sage for evaluating positive consequence
of an alternative [coded as “EPOS”] was
answered by a message to modify the orig:
inal alternative [coded as “A”], then there
is an interdependence between the two
messages or functions : “EPOS” is fol-
lowed by “A”. If we assume a Markov
process for the exchange of messages, this
interdependent order of functions implies a
transition of states from “EPOS” to “A”. .

Suppose the stationary transition proba-
bility matrix of the Markov chain be P.
Then,

limp/™ = limp @ P

n—co n—»0

=p(0)V=v =[vl, V32y ooy Um]



where m=1, 2, .., m[ZAA, 1991]. The
qualities v; are referred to as steady —state
probabilities or limiting probabilities deci-
sion functions. They do not depend on the
initial state p®. Since they describe the
long—run behavior of the process and can
be interpreted as the long —run proportion
of time the group spends in state j or deci-
sion function j; the v; are taken to be mea-
sures for decision function variables.

There are well —established methods to
check the wvalidity of this instrument
[Billingsley, 1961 : Anderson and Good-
man, 1957].

Measures for Contingent Phases. Each

contingent phase is defined when a mes-
sage is coded as a combination of task and
relational categories of the coding systems
described above. The Decision Function
Coding Systems (DFCS) includes five task
categories : P, C, A, EPOS, ENEG, and O.
The Work Relational Coding System
(WRCS) includes four categories : FW,
CW, CO, and IN.

Since each message is coded by these
two coding systems(DFCS and WRCS),
twenty —four possible combinations of the
two categories are independent variables :
problem analysis in focused work (PFW),

problem analysis in critical work (PCW),
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... through operating procedure in integra-
tion (OIN). These 24 contingent phases
comprise the state space of a Markov proc-
ess:S D s = {1, 2, ..., m}, where m is 24
for the same number of contingent phases.
Through the same procedure described in
the previous section, the long —run propor-
tion of time the group spends in state j or
contingent phase j are calculated to be

measures for contingent phase variables.

Measures for Decision Paths. There is

another operationalization of this indepen-
dent variable to answer the third research
question_decision path. Decision path is a
“logical” sequence of the decision phases
through which a group is followed. As de-
picted earlier in Figure 2, the decision

phases include “Analyze Problem,” “Estab-

- lish Criteria,” “Generate Alternatives,”

“Evaluate Alternatives,” and “Choose
from Alternatives.” The sequence is not
streamlined along ‘the passage of time dur-
ing the decision—making session. Rather it
is a precedence relationship of the five
phases a particular group would have fol-
lowed. This “logical” sequence is deter-
mined by manipulating the transition prob-
ability matrices as described below.

In order to determine the sequence of

phases, a method is employed, which uses
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Pelz’s statistic Gamma [1985]. As a mea-
sure of ordinal relationship, the Gamma is

computed :

r'=(P-Q)/(P+Q)
where
I'=measure of ordinal relationship
[ precedence and separation ],
P=frequencies that phase i precedes
phase },
Q=frequencies that phase 1 follows

phase ).

A positive Gamma would indicate that
phase 1 precedes phase j, while a negative
Gamma would indicate that j precedes i.
The value of Gamma, which ranges from
+1.0 to —1.0, indicates the proportion of
one phase that precedes or follows anoth-
er. Gamma can also be used to establish
the degree of separation of phases. An ex-
amples of calculating‘ gamma and inter-
preting the result is included elsewhere [ 7]
AA, 1992].

Measure for Dependent Variable

The only dependent variable is the quali-
ty of decision. Determining the quality of a
group’s final product has always been
problematic in discussion tasks when an-

swers are not clear—cut. The developers

of the “Bonanza” case, however, have
already worked out the correct answer
which has been verified by experts
[Jarvenpaa & Dickson, 1986]. The quality
“1” if a

group came up with the correct answer

of decision was measured as

and as “0” otherwise. This binary measure
helps simplify the analysis. This kind of
measure also helps exclude raters” arbi-
trariness when they evaluate each group’s
performance based on the raters’ own

judgement.

V. METHOD

An experimental simulation[ McGrath,
1984 ] was conducted for this study. It was
a laboratory study in which leaderless
group discussions were created. These dis-
cussions were expected to simulate natu-
rally interacting groups but they were
artificial in that they were created by the
researcher and the people performed for
research purposes rather than for personal

reasons.

Pilot Study
There was a series of pilot studies before
this study. Those studies were conducted

to check the functions and reliability of the
system, MACCOLS. During that period,



the task and the coding system were also
tested and the procedure of the experiment

was finally set up.

Experimental Task

The task used for this study is the “Bo-
nanza Business Case” [Jarvenpaa & Dick-
son, 1988]. This task has been extensively
tested at the University of Minnesota and
seems to meet the requirements of face,
content, and external validity [Gallupe,
1986 ].

The case describes the Bonanza Busi-
ness Forms Company, a firm that sells con-
tinuous paper forms for businesses in three
markets [the small business market, the
hospital market, and the financial institu-
tion market]. During the previous three
quarters the profits of the company were
steadily declining while total sales dollars
were increasing. As described in the case,
Bonanza’s management could not deter-
mine the cause of the declining profits and
consequently asked for help. The group’s
task was to find the cause of the company’
s problem using a series of business re-
ports, and to correctly identify why the
problem was occurring.

Essentially all the data were available to
make the decision, and there was one

“best” solution. It does not necessarily
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mean that this problem can be “solved”
using algorithmic procedures. That kind of
problem can probably be better solved by
individual experts than by groups. The lev-
els of difficulty of the task were not ma-
nipulated in this experimental simulation.
The “moderately difficult” version of the
“Bonanza Business Case” was used for all

participating groups.

Subjects

Two hundred and thirty —six senior un-
dergraduate and graduate business
administration students participated in the
study. These subjects were enrolled in at
least one course of strategic management,
strategic marketing, or computer informa-
tion systems at the Arizona State Universi-
ty in the 1989—1990 academic year. The
subjects were randomly assigned to groups
of three. Random assignment such as this
closely simulated a practical situation
where some members had worked together
before but some had not in organizational
groups. It increased the likelihood that un-
known individual difference factors such
as decision—making ability were spread
among the groups. Three—person groups
are very small in size. The impacts of a

GDSS may be more dramatic in large size

groups, but the average number of people
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attending an organizational meeting is re-
ported to be five or less [Datamation,
1986].

Seventy —one groups produced final de-
cisions as end results of the experiment.
This yielded sufficient degrees of freedom
for a statistical analysis of the data. In
order to prepare subjects for the experi-
ment, all subjects were given an overview
of the experimental task, and all groups
were given training at the beginning of the
experimental session on the use of the
GDSS so that any unanticipated effects
due to training would belconstant across

treatment conditions.

GDSS Setting
The setting for this experiment was a
local area decision network [LADN]

[Dennis et al., 1988]. A Macintosh net-

NMegsage 236

work with twenty —seven workstations at
Arizona State University was used for this
research. It accommodates up to nine
groups of three at one time. A dispersed
group §vas simulated by assigning the ma-
chine as far away as possible from other
members of the group and prohibiting
them from talking to each other during the
session.

The system developed for use in this ex-
periment can be labeled as a baseline level
1 GDSS [DeSanctis & Gallupe, 1987].
This system, MACCOLS (MACintosh COL-
laboration System), was developed by the
researcher using HyperCard and a soft-
ware called HyperAppleTalk. The system
allows each decision maker to type/edit,
send/receive , store/retrieve, and link to/
browse through the messages. The main

screen of the system is shown in Figure 5.

of 86

tl’o: Group 2

From: Pari Komalahiranya 16

|Subject: Reply o message # 32

Hideki, do you think that BBF should switch its concentration
from HC 10 small business? There is lots of competition in HC

 with little product differentiation and BBF is not the leader in
that area. With Small Business, they have a unique product. It
seems tobe profitable mkt (see graph 12).

koo

First Prev

HMessoge
Linkage

40
o 3=

Neat Last
=] =) E] &)

Figure 5. A Sample Screen of The MACCOLS



The ‘Case’ button allows users to refer
to the experimental task case which pro-
vides textual and graphics information as
often as necessary. Both ‘Comment’ and
‘New’ buttons will have a new blank mes-
sage card popped up. Typed text may be
either “Canceled” or sent. Upon clicking
the ‘Send’ button, the typed message is
sent to other group members. Users can
also receive messages at any time using
the ‘Receive’ button. When a message is
sent or received, new hierarchical links
among messages is established automati-
cally based on their interdependence.
Black arrows will allow users to navigate
through the messages in parent, children,
or the same level order. It is also possible
to navigate according to temporal order of
messages as they are stored using normal
arrows [prev, next, first, last]. The ‘Re-
cent’ arrow keeps track of the recently re-

ceived messages for quick reference.

Procedure
Experimental groups met at the Macin-
tosh site for a 75 minute experimental ses-
sion. The experiment consisted of the fol-
lowing steps :
(1) The description of the “Bonanza”
case was distributed in a class a

week before the experiment was

(2)

(3)
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conducted. It did not include any
specific information that would lead
to a possible solution of the case.
Subjects were asked to read the
case to become familiar with the
task but not to discuss any of it
with their classmates.

A week later, at the experimental
session, subjects were randomly as-
signed to a group and a preassigned
seat. They were provided with Mac
workstations and a diskette with
MACCOLS software. They were
asked not to talk with any other
participant, The researcher and an
assistant were available for ques-
tions from participants.

The first 25 minutes were spent in
a hands—on practice of how to use
MACCOLS. They initialized the con-
nection by entering group number
and participant’s name. Once the
connection was established success-
fully, they were instructed on the
functions of each buttons, how to
edit/type the messages, how to
refer to online information regard-
ing the description and data of the
“Bonanza” case, and most impor-
tantly, how to navigate across the

stored messages. In this period, they
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‘had a chance to examine the full de-
scription of the experimental task
along with the business reports at-
tached to it. Then they were al-
lowed to exchange any messages
for the remaining time to gain more
familiarity with the various func-
tions of MACCOLS.

(4) The remaining 50 minutes were de-
voted to the MACCOLS—enabled
discussion to determine the cause of
the Bonanza’s problem. At the end
of the discussion each group was
asked to type one major cause of
the problem in the case as a consen-
sus solution of that group. As an
alternative to a single consensus so-
lution, groups were allowed to type
three alternative causes, one from
each member, and rank them.

(5) After the experimental session
ended, diskettes were collected with
all the messages the subjects had ex-
changed.

The properties of these experimental
groups coincide with those of the leader-
vless group discussion (LGD). The groups
were given a time limit for completing the
task. Most of the group discussions ended
with a decision within the time limit. The

data for the groups that did not produce a

result were excluded from the rest of the

study.

V. ANALYSIS AND
DISCUSSION

For each research question, an analysis
and discussion for specific hypotheses are
presented first, followed by more general

research questions.

Descriptive Statistics

Data were collected for 80 experimental
groups. All the data collected, however,
were not usable. Data for nine groups
were eliminated.

. Consequently, data for the remaining 71
groups were used for analysis. Twenty—
eight groups or about 40 percent of the
total groups ended up with the correct de-
cision. This is consistent with the classifica-
tion of moderate to difficult task level ac-
cording to the developers of this task
[Jarvenpaa & Dickson, 1986].. The
average number of messages exchanged
during an experimental session was fifty —
four with a standard deviation of twenty —
one messages. The highest number of mes-
sages was 138 and the lowest was 29. The
number of messages was considered small-

er than expected. However, it is consistent



with Hiltz and Turoff’s [1985] finding
that the written and communication mode
In an electronic communication channel
generates rather smaller numbers of re-
marks during discussion. Since a message
was allowed to be coded with multiple
codes, data points were more than the
number of messages. For example, if a
five—line message can contain multiple
sentences and they have two distinctive de-
cision functions, the same message is as-

signed two codes instead of one.

Statistical Methods

To test the relationships between deci-
sion efficacy and decision functions or con-
tingent phases, data were analyzed using
the logistic regression procedure. Since the
dependent variable (the quality of deci-
sion) is a binary measure (i.e., 0 and 1),
the logit link function was used to trans-
form the dependent variable?. The linear

logistic model has the form

logit(p) =log(p(1—p)) =a+px

where @ is the intercept parameter, and £

is the vector of slope parameters. The
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response, Y, of an experimental unit or a
decision group can take on one of two pos-
sible values, denoted by 0 and 1 (e.g.,, Y=
1 if a group decision is correct;otherwise
Y =0).

The relationship between decision quali-
ty and decision path was investigated
using the contingency table procedure. The
FREQ procedure of the SAS package was
used to compute the contingency table
model. The statistical procedures devel-
oped by Anderson and Goodman [1957]
were used to test the assumptions of a
Markov chain. Hawes and Foley [1976]
discussed the detailed procedures to the
Anderson and Goodman test. The proce-
dures were programmed by the researcher
using SAS/IML, a programming language

to manipulate matrices.

Research Questions I and II .
The Effect of Decision Functions and
Contingent Phases

This section reports the results of the ex-
periment and discusses the findings regard-
ing Research Question I and its corollary,
Research Question II. It is followed by a

discussion of the results.

2) The logit link function, g(p) =log(p/(1-p), is the inverse of the cumulative logistic distribution function, which is

F(x)=1/(1+exp(—x)).
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Results

The primary purpose of the first analy-
sis is to determine whether the six decision
functions (problem analysis through opera-

ting procedure) and contingent phases

(working relationship nested within each -

decision function) exert main effects on
group performance. In order to identify
this relationship, logistic regression analy-
sis was used. First, the following hypot-
heses regarding the effects of the decision
functions are addressed. In essence, this
test seeks to establish that each of the six
functions represent a unique decisional
activity important for group decision—

making efficacy.

Hla : The quality of the decision is sig-
nificantly related to time spent
analyzing the problem in a deci-
sion group using a GDSS.

H1b : The quality of the decision is sig-
nificantly related to time spent es-
tablishing criteria for evaluating
alternatives in a decision group
using a GDSS.

Hlec : The quality of the decision is sig-
nificantly related to time spent as-
sessing negative qualities of

alternatives in a decision group

using a GDSS.

The decision quality score (dependent
variable) was regressed onto the six deci-
sion functions (independent variables),
that is, problem analysis (P), evaluation
criteria (C), alternative generation (A),
assessment of positive qualities of alter-na-
tives (EPOS), assessment of negative qual-
ities of alternatives (ENEG), and opera-
ting procedures (O). The dependent varia-
ble was measured as “1” if a group
arrived at the correct decision and as “0”
otherwise. The independent variables were
times spent for each decision function mea-
sured in terms of state probabilities of
these functions. When all six functional
categories were taken into the model
simultaneously, the logistic regression anal-
ysis revealed significant main effects for
the four decision functions (problem analy-
sis, criteria for evaluating alternatives,
generating alternatives, and assessing posi-
tive qualities of alternatives). Model fitting
(Chi—square=22.392;p=0.
001) and predictability of the model also

was sound

seemed strong (Gamma=.642). Thus this
result indicates that variations in group de-
cision quality were strongly related to the
time spent for each of the four functional
categories during the decision—making
session.

The negative sign of coefficients should



not be directly interpreted as a negative ef-
fect of the particular function to the quali-
ty decision. It should rather be interpreted
like partial derivatives in differential equa-
tions; that is, given all other functions
held constant, the particular function has
the negative effect of the magnitude on

the decision quality. In other words, the
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magnitude of the effect of the particular
decision function may change depending
on the behavior of other decision functions.
Therefore, it is safer to simply state the ex-
istence of a significant relationship regard-
less of the negative or positive direction of
the effect. Table 1 summarizes the results

of this logistic regression analysis.

Table 1. Logistic Regression Analysis for Decision Functions

...........................................................

.............................................................

Analysis of Maximum Likelihood Estimates

Variable Parameter Standard Wald Pr>
Estimate Error Chi-Square Chi-Square

P 11.3770 5.3649 4.4971 0.0340 %
C —15.4536 7.7252 4.0017 0.0455 %
A 6.0976 2.2552 7.3104 0.0069 %
EPOS —16.9891 5.6511 9.0380 0.0026 *
ENEG 3.7693 4.8699 0.5991 0.4389
0] —2.2965 1.8280 1.5783 0.2090

Note : * p<.05

Note : Response Levels : 2 (1,0)

Number of Observations : 71(1 : 28,0 : 43)
Link Function : Logit

Criteria for Assessing Model Fit

. Chi-Square
Criterion for Covariates df p
—2LOGL 26.626 6 0.0002
Score 22.392 6 0.0010

Note . Association of Predicted Probabilities and Observed Responses :
Somers” D=0.636, Gamma =0.642.

........................................................................................................................
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Having found significant main effects
for the four functional categories, the de-
pendent variable (decision quality score)
was then regressed onto the working rela-
tionship categories nested within each of
the six decision functions. Since there are
four categories for working relationship,
that is, focused work (FW), critical work
(CW), conflict (CO), and integration
(IN), there can possibly be 24 decision
phases or combinations of the two catego-
ries, such as problem analysis in focused
work (PFW), problem analysis in critical
work (PCW), evaluation criteria in fo-
cused work (CFW), and operating proce-
dure in integration (OIN), to name a few.
With the exception of OIN, however, no
functional categories combined with “con-
flict” and “integration” working relation-
ships collected any frequencies at all.
Thus, thirteen decision phases were taken
into the model after eliminating phases
with no collected frequencies in order to
test the main effects for the decision phas-
es. The independent variables were mea-
sured in terms of the state probabilities of
each decision phase.

When all thirteen contingent phases
were taken into the model simultaneously,
the logistic regression analysis revealed

significant main effects for the six contin-

gent phases (problem analysis in focused
work, problem analysis in critical work,
criteria for evaluating alternatives in fo-
cused work, generating alternatives in fo-
cused work, assessing positive qualities of
alternatives in critical work, and operating
procedures in critical work). Model fitting
was sound (chi—square=33.596;p=0.
0014) and predictability of the model also
seemed strong(Gamma=.812). Thus, this
result indicates that variations in group de-
cision quality were strongly related to the
time spent for each of the six contingent
phases during the decision—making ses-
sions. Table 2 summarizes the results of

this logistic regression analysis.

Discussion

This analysis found that variations in
group decision quality are closely related
to the efforts directed toward the perform-
ance of decision functions. More precisely,
the results indicate that the first two
hypotheses can not be rejected and the de-
cision function of “evaluating positive
qualities of alternatives” also has a main
effect on the quality of decision. On the
contrary, the third hypothesis could not
hold according to the results of this analy-
sis. For the most part, the findings of this

study are fairly consistent with the find-
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ings of the previous research by Hirokawa analysis suggest that the time spent per-
[1985], and appear to offer additional sup- forming various decision functions is an
port for the functional perspective in the important factor in predicting group deci-
GDSS setting. In short, the results of this sion performance.

Table 2. Logistic Regression Analysis for Contingent Phases

Analysis of Maximum Likelihood Estimates

Variable Pargmeter Standard qud Pr?
Estimate Error Chi-Square Chi-Square

PFW 18.9630 8.2183 5.3241 0.0210 %
PCW 172.4000 72.2424 5.6925 0.0170 *
CFW —43.2902 16.0216 7.3007 0.0069 *
CCwW 50.8209 43.8653 1.3423 0.2466
AFW 9.4142 3.7248 6.3881 0.0115 %
ACW —21.7809 14.7670 - 2.1755 0.1402
EPOFW —22.7642 10.5354 4.6688 0.0307 %
EPOCW —2.5464 28.5467 0.0080 0.9289
ENEFW 18.9624 10.3413 3.3623 0.0667
ENECW 3.1273 17.2082 0.0330 0.8558
OFW 1.3764 5.7277 0.0577 0.8101
OCW —261.1000 119.6000 47642 0.0291 %
OIN —9.1460 5.2836 2.9964 0.0834

Note . *p<.05

Note . Response Levels : 2 (1,0)
Number of Observations : 71("1" 28,70’ : 43)
Link Function : Logit

Criteria for Assessing Model Fit

Chi-Square

Criterion for Covariates df p
—2LOGL 48.412 13 0.0001
Score 33.596 13 0.0014

Note : Association of predicted probabilities and observed responses :
Somers” D=0.806, Gamma=0.812.

........................................................................................................................
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Nevertheless, one notable difference
needs to be acknowledged regarding the
Whereas

research found no significant relationship

third  hypothesis. previous
between group decision performance and
the “assessment of positive qualities of
alternative choices,” this study discovered
a significant relationship between decision
performance and the time spent to assess
the positive qualities of alternatives.

The findings of the present analysis may
simply reflect the manner in which the
groups in this study approached the evalu-
ation of alternative choices. The discovery
of a significant main effect for “assess-
ment of positive qualities” may be a conse-
quence of the fact that groups tend to em-
ploy a “positive” (as opposed to a “nega-
tive”) approach in evaluating alternatives.
In other words, rather than eliminating
competing choices on the basis of their per-
ceived negative qualities, they arrive at de-
cisions by basing their choice on the posi-
tive qualities of alternative options.

It is also noticeable that time spent for
“generation of alternative solutions” was
found to have a significant relationship
with the quality of decision(p=0.0069).
This result is contradictory with previous
research findings (Hirokawa, 1988). It is

not surprising, however, since it is rather

logical that the effort to develop ideas on
possible solutions is essential for any deci-
sion—making processes.

The relationships between contingent
phases and the quality of decision are re-
ported in Table 2. It was interesting that
“operating procedure in critical work rela-
tionship” (OCW) shows a significant rela-
tionship with the quality of decision (p=0.
0291) and “evaluating negative qualities
of alternatives” (ENECW) shows a near
by significant level (p=0.0667). However,
it does not seem adequate to attempt to di-
rectly interpret this difference because it
may have a lot to do with other controlled
variables such as task, group composition,
and technical environment (i.e., types of
GDSS used in the experiment). Instead of
this static analysis, it is more meaningful
to observe the dynamic pattern of commu-
nication behavior as discussed in the last

analysis.

Research Question 1I :
The Effect of Decision Path

The primary purpose of this analysis
was to determine whether the different de-
cision paths (sequence of decision func-
tions or contingent phases) exert main ef-

fects on group performance.



Results

First, the following hypotheses on the ef-
fects of the sequence of certain decision
functions are addressed. In essence, this
test seeks to establish that a better group
decision—making efficacy will be the
result of a certain sequence of decision

functions.

H3a : Groups performing “problem anal-
ysis” in the first stage of their de-
cision path are more likely to pro-
pose a higher quality decision in
their decision—making using a
GDSS.

H3b : Groups performing “alternative
generation” in the middle stage of
their decision path are more likely
to propose a higher quality deci-
sion in their decision—making

using a GDSS.

A decision path for a decision group
was identified using Pelz’s Gamma as de-
scribed earlier. SAS/IML was used to com-
pute the Gamma values. In this analysis, a
decision path is a sequence of four decision
functions : problem analysis (P), criteria
evaluation (C), alternative generation
(A), and alternative evaluation (E) The

last function, E, is an aggregate of evalua-
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tion confirmation (ECON), positive assess-
ment (EPOS), and negative assessment
(ENEG). Twenty different paths were ob-
served out of 24 possible combinations of
the four functions. In order to determine
whether the special types of sequence de-
scribed in the hypotheses have a signifi-
cant relationship with better quality of de-
cision, frequency analysis was used.

For the first hypothesis, a new variable
P1 was created with the value “Y” when a
group performed “problem analysis” (P)
in its first stage and the value “N” other-
wise. A frequency analysis with row varia-
ble of P1 and column variable of Score
was performed. Column variable, Score, is
the measure of group performance in
terms of the quality of decision. General
association between the two variables was
4.673, suggesting that the null hypothesis
of independence between the variables can
be rejected (p=0.031) at an established
level of significance. This means that with
alpha=0.05, there was significant associa-
tion detected between the two variables.
The column 1 risk suggests that the
groups starting with “problem analysis”
are 1.88 times more likely to come up with
the correct decision than the groups start-
ing with other decision functions. The cor-

responding 95 percent interval was 1.06 to
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3.33 times. Table 3 summarizes the results of this frequency analysis.

Table 3. Frequency Analysis for Decision Path P1

........................................................................................................................

Table of P1 by Score
Pl ‘ Score Legend
1 0 Total

Y 15 12 27 Frequency
21.13 16.90 38.03 Percent
55.56 44.44 Row Pct
53.57 27.91 Col Pct

N 13 31 44
18.31 43.66 61.97
29.55 70.45
46.43 72.09

Total 28 43 71
39.44 60.56 100.00

Cochran-Mantel-Haenszel Statistics [ Based on Table Scores]

Statistic Alternative hypothesis DF Value Prob
1 Nonzero Correlation 1 4.673 0.031
2 General Association 1 4.673 0.031

Estimates of the Common Relative Risk [Rowl/Row2]

95%

Type of Study Method Value Confidence Boands
Cohort Mantel-Haenszel 1.880 1.061 3.333
(Coll Risk) Logit 1.880 1.066 3.317

Note : Total Sample Size=71

For the second hypothesis, a new varia- second or third stage in its decision path
ble P23 was created with the value “Y” and value “N” otherwise. Frequency analy-

when a group has “alternative” (A) in the sis with variables P23 and score of deci-



sion quality was performed. With alpha=
0.05, the null hypothesis of independence
between the two variables should not be
rejected (general association=4.673; p=
0.764). That is, no significant association

between the two variables was detected. It
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follows that no significant difference can
be claimed between the groups generating
alternatives in their middle stages of a de-
cision path and the groups doing other-
wise. Table 4 summarizes the results of

this frequency analysis.

Table 4. Contingency Table Analysis for Decision Path P23

........................................................................................................................

Table of P23 by Score
P23 Score Legend
1 0 Total
N 16 23 39 Frequency
22.54 32.39 54.93 Percent
41.03 58.97 Row Pct
57.14 - 53.49 Col Pct
Y 12 20 32
16.90 28.17 45.07
37.50 62.50
42.86 46.51
Total 28 43 71
39.44 60.56 100.00
Cochran-Mantel-Haenszel Statistics [ Based on Table Scores]
Statistic Alternative hypothesis DF Value Prob
1 Nonzero Correlation 1 0.090 0.764
2 General Association 1 0.090 0.764
Estimates of the Common Relative Risk [ Rowl/Row2]
95%
Type of Study Method Value Confidence Bounds
Cohort Mantel-Haenszel 1.094 0.609 1.967
(Coll Risk) Logit 1.094 0.610 1.963

Total Sample Size=71

........................................................................................................................
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Table 5. Comparison of Means between Different Decision Paths

........................................................................................................................

General Linear Models Procedure

Class Level Information
Class Levels Values

PATH 20  P1234 P1243 P1324 P1342 P1423 P1432 P2143 P2314 P2341
P3124 P3142 P3214 P3241 P3412 P3421 P4123 P4132 P4231
P4312 P4321

Number of observations in data set="71

Tukey’s Studentized Range [HSD] Test for variable : SCORE
Alpha=0.05 df =51 MSE=0.170868
Critical Value of Studentized Range=>5.282
Minimum Significant Difference=1.449
Harmonic Mean of cell sizes=2.270782

Means with the same letter are not significantly different.

Tukey Grouping Mean N PATH
A 1.0000 2 P3421
A 1.0000 1 P4123
A 0.7500 8 P1243
A 0.6667 9 P1234
A 0.6429 14 P2143
A 0.5000 2 P1342
A 0.5000 4 P1423
A 0.5000 2 P4321
A 0.0000 2 P2341
A 0.0000 2 P1432
A 0.0000 2 P1324
A 0.0000 4 P3124
A 0.0000 2 P3241
A 0.0000 2 P3412
A 0.0000 2 P3142
A 0.0000 4 P2314
A 0.0000 4 P4132
A 0.0000 1 P4231
A 0.0000 2 P4312
A 0.0000 2 P3214

.........................................................................................................................



In an extended analysis, the general lin-
ear model procedure was used to deter-
mine whether a unique decision path is sig-
nificantly related to better quality of deci-
sions. However, any pairwise comparison
of means among different paths did not se-
cure high enough F value to indicate the
significant difference.

Another problem with this analysis is
found when the mean values are compared
to each other. The magnitude of means in
this analysis does not indicate the magni-
tude of the efficacy of corresponding deci-
sion paths. For example, a mean value of
1.0 for decision path P3421 does not mean
that it is twice as good as decision path
P1423 with mean value of 0.5. Neither is it
clear that decision paths with higher mean
values are more desirable than those with
lower mean values.

Table 5 summarizes the results of the

general linear model procedure.

Discussion

The present analysis sought to deter-
mine whether the normative decision proc-
ess is supported empirically. In other
words, do the results of the present analy-
sis suggest that there is a significant rela-
tionship between the manner in which a

group discussion develops over time and
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the quality of the group solution [or deci-
sion] that results from that discussion?
The answer is no according to the results
of this study. However, it was found that
groups starting with “problem analysis”
are 1.88 times more likely to come up with
better decisions. Thus first hypothesis is
supported.

This observed difference between the se-
quences of interaction displayed by the
groups In this study appears to provide
partial evidence that the manner in which
a group approaches its problem may have
important implications for that group’s
ability to come up with a viable solution.
In the context of this study, it can be ar-
gued that when groups are presented with
an unfamiliar problem and are required to
produce a solution within a limited amount
of time (e.g., 50 minutes), “successful” de-
cision making requires that the group
make the most of the time available to
them. This effective and efficient use of
time necessitates that group members pos-
sess a clear understanding of the problem
before attempting to solve it. Quite simply,
if a group does not fully understand the
problem before attempting to solve it,
group members may waste valuable time
discussing possible solutions which, given a

better understanding of the problem,
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should have been quickly dismissed. Under
limited time constraints, such wasted ef-
fort is likely to result in an insufficient
amount of time for the group to develop a
viable solution. Thus, it is possible that the
“successful” groups arrived at a higher—
quality solution than their unsuccessful
counterparts because they possessed a bet-
ter understanding of the problem before at-
tempting to solve it.

The present analysis suggests that there
is no significant difference in terms of the
quality of decision between the groups on
the basis of whether they “generate
alternatives” in their middle periods or not.
Thus the second hypotheses was not sup-
ported with the data collected from this ex-
periment.

Although no significant difference was
found among all the different decision
paths in Table 5, it can be noted that the
three paths with the greatest frequencies
(P1243, P1234, and P2143) allows us to
speculate that “problem analysis” and
“evaluation criteria” performed in the first
half of the decision process agd “alter-na-
tive generation” and “evaluation of those
alternatives” performed in the second half
are more desirable timing for a group deci-
sion—making session.

P1243 and P2143 of the three paths

have “evaluation” ahead of “alternative
generation”. It is not awkward, however,
if considering the situation where the
“evaluation” function is an aggregation of
“evaluation confirmation”, “evaluating
both positive and negative qualities of
alternatives.” For example, there could
possibly be more “evaluating qualities”
preceding “generating alternatives” to re-
inforce the alternative which had been ini-
tially proposed. A sample of six consecu-
tive messages [msgl through msg6] with
corresponding categories are listed iIn
order to illustrate this situation :

msgl . alternative 1 (A)

msg2 . evaluating positive qualities

(EPOS)

msg3 : modification of alternative 1 (A)

msg4 . criteria in critical work (C)

msgb . evaluating positive qualities

(EPOS) .

msg5 : modification of alternative 2 (A)

In this particular sequence of messages,
“evaluating” preceded “alternative” twice
while “alternative” preceded “evaluation”
just once. Again, this suggests a need for
an analysis of the dynamic communication
behavior in which direct observation of the
transition of those functions or phases is

involved. Insofar as the study found no se-



quence (or sequences) ‘of phases that was
uniquely associated with higher quality of
decision, it seems safe to conclude that the
performance of the groups cannot be easi-
ly distinguished solely on the basis of the
sequence of decision phases that character-
1zed their problem —solving discussion.

The results of the present analysis be-
come more meaningful when viewed in the
context of recent findings by several
researchers [Hirokawa, 1983b ; Mintzberg
et al, 1976 ; Poole & Doelger, 1988].
That is to say, each of those studies, like
the present investigation, discovered that
there is no single “path” [or sequence of
interaction phases]| that necessarily leads
to “successful” or “unsuccessful” group de-
cision making. On the contrary, there ap-
pears to be a number of different “paths”
that a group could take that might lead
them to either a “high” or “low” quality
group decision. No one “path” is necessari-
ly superior or inferior to any other in
terms of its ability to facilitate [or im-
pede ] successful group decision making.

The notion of normative process implies
a trade—off, that is, the avoidance of
delay and redundancy at the expense of
creativity and group cohesiveness. Fisher
and Ellis [1990, p. 142] offered a caveat,

saying “All groups should examine their
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composition, resources, time, energy, com-
mitment, goals, and problems before decid-
ing on a particular approach.”

In this regard, it would appear neces-
sary to alter the direction of research at-
tempting to understand the relationship be-
tween group discussion development and
group decision —making performance. This
means that researchers need to redirect
their efforts to examine how groups
“adjust” their discussion to overcome cer-
tain barriers and constraints they may en-
counter during the decision—making proc-
ess. This is consistent with the position
that the comprehensive Input—Process—
Output research model takes.

The next analysis approaches the prob-
lem in a slightly different way. It focuses
on the micro—level pattern of interaction
which is regarded as relatively free from a
pre—imposed macro—Ilevel structure like
the notion of normative decision process

just mentioned.

VI. CONCLUSION

The present study partly replicates the
previous studies conducted in a face—to—
face setting to determine the relationship
between interaction process and the out-

come of group decision making. Specifical-
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ly, the first and second research questions
fall into this category. This is the first
study in which a GDSS was used as a
communication channel to confirm the pre-
vious research findings. Therefore, implica-
tions must be drawn cautiously, and it is
only with an accumulation of knowledge
in this area that any degree of firmness
can be applied to the implications.

There are some more limitations that
also bound the interpretation of the results
of this study. These include a set of as-
sumptions that this study is based on, theo-
retical rationale for the research frame-
work, and the experimental settings to ob-
tain empirical data.

Given these limitations, conclusions of

this study are stated as follows :
 The process—output relationship of a
comprehensive input—process—output re-
search model was investigated. The results
of an experimental situation reveal that
there exists significant relationships be-
tween the process and output variables.
More specifically, statistically significant
relationships were detected between the
quality of group decision and the process
variables such as decision function and
contingent phasé. It thus confirms the
functional perspective that contends that

the quality of decision is closely related to

performance of certain decision functions
by a decision group.

However, the results of the simulation
do not reveal any significant relationship
between the quality of decision and the de-
cision paths. Thus, the normative theories
of group decision making do not hold for
this study.

As the first experimental study of proc-
ess—output model in GDSS settings, this
study provides some ideas for future study
rather than concrete proposals for the
practical application of the results. In fu-
ture studies, it is recommended that some
causal models be developed and tested in
an input —process —output research frame-
work. The methodology of interaction anal-
ysis employed in this study turned out to
be rigorous enough to be used in follow—
up studies.

The final recommendation relates to the
use of an ontological approach to GDSS
design. Conventional approaches under the
prevailing cognitive paradigm sould at-
tempt to devise artificial and prescriptive
structures and impose them on the human .
interaction process. Consequently, it might
well hinder the natural and creative flow
of human exchange in group decision mak-
ing. Instead, it is recommended that future

GDSS designers pay attention to the dis-
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