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Abstract

We suggest a distributed framework for task assignment in the computer-
controlled shop floor where each of the resource agents and part agents acts
like an independent profit maker. The job allocation problem is formulated
as a linear programming problem. The LP formulation is analyzed to pro-
vide a rationale for the distributed task assignment procedure. We suggest
an auction based negotiation procedure including a price-based bid con-
struction and a price revising mechanism. The performance of the suggested
procedure is compared with those of an LP formulation and conventional
dispatching procedures by simulation experiments.

Keywords: Automated Manufacturing Systems, Shop Floor Control,
Distributed Scheduling.

1. Introduction

Optimization theories on scheduling have revealed various limitations in
solving practical problems, although they have provided basic intuitions for
the development of heuristic rules which have been widely used in practice.
For example, the dynamic nature of the shop floor is not considered in the

* Department of Industrial Engineering(Research Institute of Mechanical Technology), Pusan
National University



20 International Journal of Management Science Kap Hwan Kim

analytic models. In addition, unrealistically restrictive assumptions are
imposed on the characteristics of the shop floor in order to guarantee the
optimality of the solution.

Although dispatching rules can be easily adopted as a dynamic control
method because of their ease of use and the limited necessity of information
on the shop floor!, their performance highly depends on the state of the
shop. Thus, no single rule will consistently outperform all the other rules
during the entire planning horizon as the state of the shop changes continu-
ously™.

When computer integrated manufacturing systems which consist of a large
number of automated facilities are considered, it is recognized that these
very complex systems are beyond centralized direct control. Thus, a new ap-
proach to scheduling, called auction-based shop floor control, is suggested
for the computer integrated manufacturing environment 78910.11.12131415.16  Jp
this cooperative operating scheme, each interacting subsystem has its own
objectives and modes of operation. This framework of shop floor control is
based on the architecture of CIM which has intelligent and powerful local
controllers connected to each other by communication links.

We can characterize this scheme as a distributed information processing, a
distributed decision making, and a heterarchical market-like model. Each
physical unit of orders and work centers is equiped with a microprocessor
together with an intelligent software. Each software element acts like an in-
dependent decision maker communicating and negotiating with other
software elements in real time through message passing and a bidding proto-
col to achieve mutual agreements for task assignments. )

The advantages of this type of control method are the robustness of the sys-
tem to various failures and breakdowns of some components and the central
controller in the system, the efficiencies supported by a market-like framework,
and the possibilities of utilizing the local information in real time.

T. Vamos® suggested an evolutionary perspective of distributed cooperat-
ive systems. He explained why the distributed cooperative system will be
required in the future and how it can be realized under the present techno-
logical condition to solve the present complicated problems. He also
recommended the automated manufacturing system as a promising field for
the application of the concept.
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Davis and Smith® presented a framework, called the contract net, which
specifies communication and control in a distributed problem solver. Under
the contract net model, negotiations are performed between a node with a
task to be executed and nodes which have capabilities to do the task.
Another paper® written by Smith describes the contract net protocol in more
detail.

In Lin and Solberg’s paper’, a generic framework for this control method
is described in detail. Their framework may be characterized by a combi-
nation of price and objective mechanism, multiple-way and mutiple-step
negotiation, and dynamic resource unification scheme. They introduced con-
trol modules such as part agents, resource agents, intelligence agents, moni-
tor agents, communication agents and database management agents. For
each module, the organization and responsibilities are explained in detail. In
another paper® written by them, they evaluated the impact of the flexibility
of the part process plan on the performance of the system.

In most studies, parts have been t{reated with equal importance and thus
there is no way for priority parts to advance themselves. In Yang et al.’s
paper’, they introduced an auction based scheme which recognizes the part
priority as well as part status.

In Shaw’s paper”, the bidding algorithms which employ rules of the
earliest finish time and the shortest processing time are compared with the
centralized dispatching procedure using the shortest processing time rule.
Although simple rules are employed, he showed that the distributed ap-
proach has good performances.

Butler and Ohtsubo' report the development of a prototype architecture
for distributed scheduling. They show how a task may be divided into mul-
tiple subtasks and may be reallocated to sub-agents through the negotiation
process. An application of the concept is illustrated for the case of the ship
building process.

Parunak et al.” report another prototype factory control system, called
Yet Another Manufacturing System, which utilizes the concept of distributed
computing for industrial control.

Maley" developed a distributed manufacturing scheduling / control system
which is called the Computer Automation Distributed Environment for Net-
work Coordination and Execution based on contract net and written in
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Smalltalk.

Morton and Pentico” suggested a scheduling framework, called “bottle-
neck dynamics”, which utilizes the price of each activity and resource to
guide the searching process of the solution. The concept of the price in the
paper is basically similar to the idea of this paper. However, the focus of
their study is to give a higher priority to bottleneck resources using the con-
cept of price instead of making a decision in a distributed manner.

An auction-based control framework is recommended in order to gain
such advantages as distributed control, robustness, modularity, and stability.
Some researchers point out, however, that a shortcoming of the framework
is the difficulty in forecasting changes of the shop status and the progressing
of orders. They also doubt the efficiency of the control method because of
it’s distributed nature.

In this paper, we will suggest a typical auction-based task assignment pro-
cedure in which we specify a detail pricing mechanism, a bid construction
method, and a negotiation procedure. However, the main emphasis is placed
on the efficiency of the auction-based method.

Afterwards, we will explain the characteristics of the task assignment
problem. Suppose that three products are produced and the process of each
product consists of four operations, respectively. Then, there are twelve dif-
ferent operations to be performed which we call “jobs”. In the practical shop
floor, multiple orders for a product arrive dynamically at the shop. Suppose
that five orders for each of the three products arrive at the shop during a
planning period. Since each order has four operations to be performed, the
total number of operations for all the orders will be sixty each of which we
call a “task”.

In the next section, we will discuss job allocation among work centers
under the condition that all the jobs are ready to process from the begin-
ning. An illustration of the job allocation may be stated as “50% of operation
1 of orders for product 1 should be processed at work center 1 and the other
502 should be processed at work center 2”. But, the task assignment deals
with each operation of a specific order for a product. Later, we will treat the
task assignment problem in the dynamic situation which is the main issue in
this paper.

The task assignment consists of the task allocation and sequencing tasks at
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each work center. In task allocation, each task is matched with a work
center. When an operation of a production order, we call a task, may be
processed by two or more alternative work centers, we have to select one
work center among multiple alternatives. Since we have adopted a dynamic
decision strategy considering the continuously-changing shop status, we will
assume the assignment for the next operation is determined only after the
previous operation is completed. Each task has unique characteristics of
technical constraints and operational requirements. And, every work center
has a different number of waiting tasks and processing capabilities. Thus,
decisions on task allocation highly depend on the status of tasks and work
centers at the moment of the allocation.

Another important issue in the task assignment is how to sequence tasks
at each work center. Although there are many conventional sequencing rules
such as shortest processing time rule, earlist due date rule,etc., each rule
shows different performances according to the state of the shop floor. In re-
ality, the state of a shop floor changes continuously from time to time and
each task has a different requirement to be satisfied. Thus, it is not an ad-
equate solution of such a complex sequencing problem to apply a simple
heuristic rule during the entire planning period.

In the previous studies, although general system frameworks of the nego-
tiation-based procedure have been suggested, the basic rationale is not de-
scribed and the validity of the procedure has not been evaluated based on
the rationale.

In this paper, we will suggest a new auction procedure where each agent
behaves in a really market-like manner. And we will discuss efficiencies of
the distributed decision-making procedure by comparing it with a static ver-
sion of the problem (job allocation problem) which can be formulated as a
linear programming model.

The following assumptions are introduced:

1. Fixed Operation Sequence : Each part has a fixed sequence of operations.
Thus, we do not consider the problem of selecting the next operation but
consider the problem of selecting a most promising work center among many
alternatives for the next predetermined operation.

2. Event-driven Negotiation : The negotiation process is triggered by the
occurance of one of the following predetermined events:
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(1) An order arrives at the shop.

(2) An operation of an order is completed.

(3) A work center completes a task.

3. Single Resource Type : Although there may be many different types of
resources required for the processing of a part, such as work center, trans-
porter, tool, fixture, etc., we will assume that the work center is the only
critical resource.

4. Objective of Cost Minimization : Each part agent has the objective function of
minimizing its own total cost which consists of the processing cost, the pen-
alty cost for delayed delivery behind the due date, and the subcontracting
cost.

The study in this paper is distinctive in the following aspects:

1. We suggest an event-driven negotiation process where both resource
agents and part agents are assumed to behave as independent profit makers
by incorporating a price system.

2. LP formulation is provided for the static version of the job allocation
problem.

3. We derive a rationale for the distributed task assignment procedure
from LP formulation.

4. The efficiency of the distributed decision-making procedure is
compared with those of conventional dispatching rules.

We assume that part agent (PA) is in charge of a specific order and has
the objective to deliver the order at a cost as low as possible. And resource
agent (RA) is assumed to be a profit center who is in charge of a work
center and has an interest in making money by offering services to PAs at a
service charge as high as possible.

Thus, PA has to determine which work center to select as the processor
for the next operation considering the service charge and the expected deliv-
ery date. RA has to determine which order to accept for the next service,
and how much to receive the service charge considering the utilization of the
work center and the revenue from the order simultaneously. Note that the
subcontracting manager is also considered as an RA who competes with RAs
for internal resources. The scheme in this study is that those decisions are
made through an auction-based negotiation process between PAs and RAs
instead of isolated determinations.
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2. A static version of job allocation problem

In this section, the characteristics of the resource allocation problem are
discussed and we explain how the problem may be decomposed into simple
subproblems. And, we will show that each of the subproblem coincides with
the decision which an RA or a PA {ries to make independently in the dy-
namic situation.

We use the following notations:

u;; = the unit processing time of job 7 on work center j (uy are set to oo for

infeasible processing station),

¢; = the variable cost per unit time of processing on work center j,

x;; = the number of items of job 7 processed on work center j during the

planning period, which is a decision variable,

CAP; = the capacity of work center j during the planning period,

D; = the processing requirement of job z during the planning period,

m = the number of in-house work centers,

n = the number of jobs to be processed during the planning period.

The objective of the job allocation is to minimize the total processing cost
including subcontracting cost. Each work center has limitations on its
processing capacity while subcontractors are assumed to have unlimited
capacities. In addition, the processing requirement of each product must be
satisfied by the production system including subcontractors during the plan-
ning period.

Note that subcontractors are represented as work center -+ 1.

Then, the allocation problem may be formulated as follows:

(P1)
n mtl
Minimize Zl Zl C; Uy X5 ..................-...............................................(1)
i=1 j=
subject to
; Wy Xij = CAP; for j=1, 2, -+, M cerorevrerrccsnrennniiincenecnnn(2)
m+1
z xi.\ ='Di. for i=1’ 2, ey n .......................-............---‘.....(3)

ji=1

X;j=0 for all 1 and j
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Note that problem (P1) is LP formulation and so can be easily solved.

The type of decision-making as in problem (P1) can be considered to be
“centralized” because the job allocation is performed considering all the in-
formation of the jobs and work stations. But, in reality, events such as a
work center completing a task or an order arriving at the shop occur
dynamically. Thus, the decision for all the future work centers and orders
cannot be made simultaneously because all the information about them are
not available. But, as soon as an order arrives at the shop, a decision has to
be made promptly on where to route it. And, at the moment a work center
completes a task, the next task should be loaded without delay. That is, for
routing problem, the work center for the next operation has to be decided
based on only local information such as the processing time and the
expected waiting time only at candidate work centers.

In the following, we discuss two contrasting cases. In the first case, the
distributed decision by each PA doesn’t satisfy the capacity constraints of
work centers. But, in the second case, we show how the independent
distributed decision by each individual PA is induced to satisfy the capacity
constraints by modifying the cost matrix.

Suppose that Table 1 represents an example of the processing cost matrix,
where ¢; and u; are enclosed in the parenthesis, and that each PA allocates
his / her job among work centers in a way of minimizing the processing cost.
But we assume that each PA has only the data in each corresponding row of
Table 1 and the capacity limit of each work center. That is, each PA doesn’t
take into account the state and cost information for the other jobs in
his / her decision making. Then, the resulting decision becomes like the
values outside the parenthesis in Table 1. Note that constraint (2) of (P1) is
not satisfied with this solution.

Suppose that we revise the cost matrix of Table 1 to the one of Table 2 by
adding 1 to every c: of column 2 and every ¢; of column 3, which is a valid re-
vision in a sense that it does not change the final optimal solution of (P1)
(This will be proven in the following discussion). Then, when each PA
chooses the least-cost work center based on only the cost data only in each
corresponding row, the result will be the values of x;; in Table 2.
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Table 1. An example of the cost matrix (¢; uy) xy
work center 4
3 D
job 1 2 subcontractor !
1 (L7o0 (1,2) 4 (1,4)1 330 5
2 (L1000 | (1,51 (1,3) 3 2,4)0 4
3 (1,50 | 1,0 | (1,3)3 (2,4) 0 3
3
L wixy 0 13 22
CAP; 22 8 9
Table 2. The revised cost matrix (¢, ugy) Xy
work center 4
job 1 2 3 subcontractor D
1 1,71 | (22)4 | (24)0 (33)0 5
2 (1,L10) 0 | (25)0 (2,3) 3 (2,4)1 4
3 (1,5) 3 (2,4)0 2,3)0 (2,4) 0 3
3
L wiXy 22 8 9
CAP; 22 8 9

For example, since the processing costs for job 1 at work center 1,2,3, and
4 are 7,4,8, and 9 respectively, PM 1 will decide to allocate 4 units to work
center 2, which exhaust all the capacity of work center 2, and 1 unit to work
center 1.

Note that the solution in Table 2 satisfies constraint (2) of (P1).

The validity of the cost matrix revision in the above and the optimality of
distributed decision-making are formally proven in the following:

The problem (P1) can be rewritten as
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(P2)
Minjmjzei-f; 'g € Uy Xy orevseeseensassesseeesesenssuscenen s nesesnesenscon s sesne (4)
subject to
; Wy Xy+2; = CAP,; fOF J=1, 2, +++, M ++eerverereereserreneseseeseens (5)

m+1

Zl X = D; for i=1, 2, >, .............-...............................(6)

Xijs Zij = Oforalli andj ...................................................(7)

By adding each constraint of (5) multiplied by a constant «; to the objec-
tive function, we get

(P3)

=1 j=1

Minimize [i{i((ﬁj'f‘aj)uij Xij + C(m+1)ui(m-f-l)Xi(m-lrl)}“"Z“:1 (aij—ajCAPj)]

subject to constraints (5), (6), and (7).
Note that (P3) has the same optimal solution as (P1)"%,
Then, consider the following problem:

(P4)

Minimize [Zn;{(i(c,+a,)u., Xij + C(m+1)lIi(m+l)X.i(m+l)}+¥ml(dej—ajCAPj)] ---(8)
subject to

U; Xy =< CAPJ for l=1, 2’ FET o1 and ]=1’ 2, e, m..................(g)
mt+1

_Zl x;; = D; for i=1, 2, --, n
=
Xy, 2;=0 for all i and j

In problem (P4), constraint (5) of problem (P3) is replaced by a more
relaxed constraint (9). Thus, the value of the optimal objective function of
(P4) becomes a lower bound of (P3).

If we drop the last term of (8) which is independent of the other decision
variables, problem (P4) can be broken down into n independent problems as
the following:

(P5)

Minimize [{i‘i(cj+aj)uﬁ X5+ Clom DUt DXImAD}] oveeeserseeeeseoeeneaneennnn (10)
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subject to
Uy Xy < CAP] for a]_lj........................................-.............(11)
mt+1
Z Xj = Di.............-..............................-.........--.............(12)
ji=1
X =0 for all j

This is the problem which each PA solved in Table 2. It can be solved eas-
ily only by sequencing work centers in an increasing order of the coefficient
of x; in the objective function and increasing x; up to the capacity of the cor-
responding work center (constraint (11)) until the total production require-
ment is satisfied (constraint (12)). Thus, the decision making is distributed
in the sense that each PA solves the problem independently based on only
such local informations as processing costs of his / her own order at candi-
date work centers.

Since problem (P5) is a relaxed version of the original problem (P1), if
the optimal solutions of n independent problems (P5) satisfy constraint (2)
of problem (P1), it is also the optimal solution of (P1).

Implications of distributed decision-making

In the dynamic shop floor, we will try to realize the solution of problem

(P1) by satisfying the following conditions:

Condition 1. x; is the optimal solution of (P5).

Condition 2. The optimal solutions of n independent problem (P5) satisfy
constraint (2).

In the next section, we will show how the above conditions are satisfied by
the negotiation process.

The last unanswered problem is how to set «; for each work center. In the
example of Table 2, the role of «; was to make the solution of the distributed
decision-making problem satisfy the global capacity constraints of (2). De-
termination of «; is what we try to do by setting charge prices of work
centers through the negotiation process between PAs and RAs. (Cita;)
corresponds to the charge price for an unit processing time of work center a;
in the next section.
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work center 1 work center 2 subcontractors
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Figure 1. An illustration of job allocation

Now, we will illustrate a solution of the static version of the job allocation
problem (P1). The solid line in Figure 1 indicates that the corresponding job
is assigned to the work center and the dashed line denotes that the job is
shared among multiple work centers. Although the job in the dotted box
may be assigned to the corresponding work center according to the process
plan, the work center is less attractive than another alternative work center
because of the relatively high processing charge. The solution of Figure 1
may be interpreted as follows from the viewpoint of dynamic and distributed
decision-making process:

Although work center I can process jobs A, D, and C, work center I is less at-
tractive to PA of job C than a corresponding subcontractor considering charge
prices. For job D, work center 2 is equally competitive as work center L Thus,
we enclose job D within the dashed box in the figure for work center 7 and
work center 2, which means that the product may be processed by work centers
1 or 2 at the same cost. In this case, the cost includes the delay cost as well as
the processing cost. Note that the amount of work for job D should be split into
60% to 4025 between work center I and 2 due to limitations of processing
capacities. We will call jobs C, D, and A in workcenter 1 “unacceptable”, “ac-
ceptable”, and “preferable” jobs, respectively.
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We will represent the set of “preferable”, “acceptable”, and “unaccept-
able” jobs for the work center j as B;;, Bjz, and Bj;, respectively, for a given
set of a’s. And let B;=B;; UB;2UB;:. In the example, Bu={A}, B;={D}, B;z—
{C}, Ba={B}, B={D,E}, and Bx={A}.

3. A negotiation-based task assignment procedure

We mean by “task” an operation of a specific order. “Job” in the last sec-
tion means the works related to a specific operation of all the orders for a
product during the planning period. In this section, we discuss the assign-
ment of tasks but not jobs. In dynamic situations, tasks are not always avail -
able. In addition, RAs cannot anticipate when orders arrive. The problem is
how to realize the optimality of results of the job allocation problem in the
previous section even in the dynamic situation.

We suggest a framework in which RA and PA coordinate to assign tasks to
work centers efficiently. In the following discussion, RA can be considered
as a profit maximizer who sells his / her processing time at a price as high as
possible and PA as a cost minimizer who tries to process his / her tasks at a
cost as low as possible.

The shop floor control method in this section is basically event-driven.
Auction procedure is invoked either when a new order arrives at the shop or
a work center completes a task. When an order arrives at the shop or an op-
eration of an order is completed, the corresponding PA activates a
“PA-initiated auction procedure”. Then, RAs who have available input
buffer spaces participate in the negotiation. When a work center finishes
processing a task, the corresponding RA starts the “RA-initiated auction
procedure”. PAs whose next operation can be processed on the correspond-
ing work center become involved with the negotiation process. The overall
procedures are summarized in Figure 2 and 3.

Below are various terminologies on prices which are introduced:

P.(i,j) = the bidding price of PA 7 to RA j in RA-initiated auction pro-
cedure,

P.(i,j) = the bidding price of RA i to PA j in PA-initiated auction pro-
cedure,
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P, = the charge price for a unit processing time at work center(RA) j,
which is realized most recently,

P;e = the expected charge price for a unit processing time at work center j
for the next commitment.

In RA-initiated auction procedure, RA announces the expected price for
the next commitment to help PA construct a bid. Based on the expected
price, PA prepares the next bidding price. In addition, RA can control
his / her own utilization by adjusting the expected price. As a forecasting
method, we assume RA uses the exponential smoothing model to get the
expected price. That is,

Pje = (1—8) Pje + 8 Pse PPN & k)
where 0<8<1.

Pj» = the minimum acceptable price for RA j. For any bidding price to be
committed by PA j, it should exceed at least the minimum acceptable price.
In the experiment, we set this price at the level of the processing cost. But,
generally, this can be used for RA to screen out bids with too low bidding
prices.

Note that since the subcontracting cost is not an internal decision variable,
we assume that P;e = Pjc = ¢; for subcontractors.

RA-initiated procedure

1. Resource Availability Announcement : When a work center completes a
task, RA j in charge of work center j announces its availability, the expected
start time, and the expected charge price for his/ her resource to all the
PAs. The expected start time is calculated by adding the present time, the
sum of processing time of the committed tasks, and the expected waiting
time for the commitment. RA evaluates the expected waiting time by calcu-
lating the exponentially weighted average of the realized waiting time.

2. Bid Construction and Submission : PAs, who consider work center ; as one
of candidate resources to process their waiting orders, submit bids to RA j.
The bid information of each PM is composed of the bidding price that
he / she is willing to pay and the required resource amount (service time).
The bidding price will be decided by PA in a way of minimizing the



A Distributed Task Assignment Method vol. 2, No.1 33

expected cost including the processing cost, the subcontracting cost, and the
expected penalty cost for the late delivery. In the experiment of the next
section, the penalty cost also plays the role of preventing excessive long
delays which occur frequently when the conventional dispatching rules are
used.

3. Bid Collection, Evaluation, and Acceptance : RA j collects and reviews all
the bids and selects a bid with the highest bidding price and announces the
accepted bid.

4. Bid Rejection and Bid Revision : RA announces rejected bids. The RA also
announces the expected start time for every rejected task and a new
expected charge price. RA calculates the expected start time by adding the
present time, the remaining processing time of the task on the work center,
the sum of the processing time of the committed tasks, and the expected
waiting time of the rejected task before commitment. RA estimates the
expected waiting time before commitment of a specific task by sequencing
tasks in a descending order of the bidding price and adding cumulatively
processing times of tasks whose bidding prices were higher than the one of
the corresponding task.

PAs who received a rejection notice from the RA revise bids for the next
auction process.

PA-initiated procedure

1. Task Awvailability Annoucement : When an operation of order i is just
completed, PA 7 announces the availability of the task.

2. Bid Construction and Submission : RAs, who have available resources
which can process the next operation of order 7, send to the PA bids with
bidding price data and the expected start time. In the experiment, a work
center is assumed to be available when there is at least one empty space at
the input buffer. The expected charge price is used as the bidding price.

3. Bid Collection and Evaluation : Based on bid data collected, PA selects the
most attractive bid. Bid evaluation is based on the total cost which consists
of the processing cost and the expected penalty cost. PA then informs each
corresponding RA the result of the evaluation.

4. Price Revision : The rejected RAs lower the next bidding price so that
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their work centers may be utilized more intensively. Since RA uses the
expected charge price as the bidding price in the experiment, RA actually
lowers the expected charge price.

Note that when multiple tasks are committed to a workcenter, FIFO rule
is used to process the committed tasks.

Part Agent Resource Agent

Resouce availability  resoufve availability ~Resource availability
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Figure 2. Negotiation process in resource-initiated procedure
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Figure 3. Negotiation process in part-initiated procedure
T he pricing and evaluation mechanism

The following notations are used:

n; = the penalty cost for late delivery of order ¢ per unit time,

d; = the due date of the next operation of order . The due date of each
operation is calculated by the backward scheduling as follows: Let order 7
have three operations. Then,

(due date of the third operation) = (delivery due date of order 7),---(14)

and (due date of the second operation) = (due date of the third oper-
ation)

— (expected processing time of the third operation)
— (expected waiting time for the third operation).:--«-+-ccceceeeeeceeenc(15)

The expected setup time, the unit processing time, and the waiting time in
(15) are estimated by the exponential smoothing model like equation (13).
That is, PA updates these estimated data using the realized data whenever
an order completes its process in the shop. This updated data will be used
for the next order of the same product.

t; = the processing time of the next operation when order ¢ is processed
at work center j,



36 International Journal of Management Science Kap Hwan Kim

P;; = the bidding price of PA 7 to RA j,

¢; = the expected completion time of the next operation of order ; when it
is processed at work center j. '

Generally, this is evaluated as follows:

(expected completion time) = (present time) + (remaining processing

time of the task on work center j) + (sum of processing time of tasks

already committed) + (expected waiting time PA 7 before the commit-
ment by RA j) -+(processing time of the task of PA i under consideration).

When RA rejects the bid from PA i, RA informs the PA of the expected
starting time which is the sum of the first four terms of the above equation.
RA estimates the expected waiting time of each rejected task by sequencing
tasks in an ascending order of the submitted bidding price and adding
cumulatively processing times of tasks whose bidding prices are higher than
the one of the corresponding task. For PAs who are new comers into the
negotiation process, RA announces the expected start time for the PA when
it initiates the auction process. At that time, RA uses the exponentially
averaged waiting time of all the tasks processed so far at the corresponding
work center as the expected waiting time.

In PA-initiated procedure, since RAs who have an available buffer space
respond to the task availability announcement, the expected waiting time for
commitment equals zero.

In the following, we suggest several conditions for the price system in or-
der to be used as an effective method of the shop floor control:

(1) When an order is delayed behind its schedule, the bidding price for
the order should become higher than when it is not delayed in order to ex-
pedite the acceptance of the bid in the next negotiation process.

(2) PA should increase the possibility of acceptance of a bid when it is
submitted to the most attractive RA. That is, the bid which is submitted to
the most attractive RA should have a higher bidding price than the expected
charge price for the next commitment.

(3) When an RA is the most attractive alternative to many PAs, the
charge price should be increased to earn more money.

(4) RA of a less attractive work center should lower the charge price to in-
crease the utilization of the corresponding work center.
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In the experiment, bidding prices by a PA to alternative RAs are
calculated as follows:

The expected cost incurred when the next operation of order i is
processed by work center j is expressed as

COSTU = Pje Uy + max{cij_di’ 0} ................................................(17)

Let work center * be the least costly one and work center /* be the second
least costly. Then, since COSTj; includes the expected delay cost, the
delayed order is automatically expedited by offering a higher price to RA.
But, to increase the possibility of acceptance by the most attractive RA,
(COST;»—COST;+) /2 is added to COST;; in calculating the bidding price for
RA 7*. And for the less attractive RA, PA suggests the bidding price at which
the cost becomes equal to the one at the most attractive work center.
Finally, we get equations for bidding prices as follows:

Pij = (COSTy + COSTy=) / (2uye) -ovvvevereveocromennerencnietiieniienennnee.e. (18)
P, = COSTy / u FOr F#*.  cveerevercmmnnimimiiiiiiciccie i ceee e (19)

In the following, we will show how above conditions (1)-(4) can be satis-
fied under the price system which is represented by equations (13) and (17)
-(19):

(1) Suppose that order i is delayed behind the schedule, then the expected
cost, COST};, increases for all j. Thus, bidding prices of (18)-(19) also in-
crease.

(2) From (18),

Pu‘ = (COSTU' + COSTn“) / (2uu')

>2COST;y+/ (2uy) (by the fact COSTy = Min COSTy)
>Pje (The equality holds only when there is no possibility of
B T T YRR ¢~ 1))

The PA will submit a bid with the bidding price higher than the previous
expected price to the most attractive RA.

(3) If an RA is the most attractive alternative to at least one PA, the
highest bidding price, which will be the next committed price, becomes
higher than the previous expected charge price by the same reasoning as the
one in (2). Then, the expected charge price for the next negotiation
increases.
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(4) Let RA j (j#j*) be not the most attractive alternative. When order i is

not delayed,
ij = COSTu-/u,-j fOI‘j?"“f'l
<COST;;/ u;(by the fact COST;; = Mjin COSTy)

That is, the bidding price becomes lower than the expected charge price.
If RA j accepts the bid, then the charge price decreases and the expected
charge price also decreases. Then, owing to the more competitive price, the
utilization of work center j becomes higher than before. But when an order
is delayed behind the schedule, the corresponding PA may suggest a higher
price than the current expected charge price to expedite the processing of
the order.

Let’s return to the final two conditions of the previous section for the
optimality of the solution.

In the following, we discuss how two conditions in the previous section are
satisfied under the auction-based assignment (ABA) procedure. But, since
we assume the dynamic situation in the shop floor, we cannot expect that
the optimal solution of the static problem can be perfectly realized.

CONDITION 1: In the price system of ABA, the expected charge price
corresponds to Ci+a; or C,4,, in problem (P5). Since PA tries to seize the
most attractive RA (whose cost coefficient, (Cj+aj)uy or CipipUijmsy) iS the
smallest), the task assignment process of ABA is equivalent to minimizing
the objective function of equation (10). In a real shop floor, we can assume
that waiting queues don’t build up infinitely. Then, since we assign a task
only when a work center becomes available and all the orders are process:ed
in the shop eventually, constraints (11) and (12) of problem (P5) are satis-
fied naturally. The validity of the finite-queue-length assumption will be
provided in the explanation of condition 2. In the following, we explain how
the independent decision of the individual PA is realized in the negotiation
procedure:

Suppose that PA 7 chooses work center 7* as the least costly one. Then,
from equation (20), the bidding price becomes higher than the expected
charge price for the least costly work center. And bidding prices to the other
work centers become lower than their expected price from (21). Thus, even
in the dynamic shop environment, work center /* has the highest possibility
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to process order 7.

Generally speaking, the expected charge price (Pje) increases when an or-
der of a preferable product ( a product in B;;) in the static model is commit-
ted by RA j while it decreases when an order of a product in B;; is commit-
ted. In a dynamic situation, there is no job in Bj, since the expected charge
price of work center j changes continuously. Jobs, which should be shared
among multiple work centers in the static model, change their membership
from time to time responding to the fluctuation of expected charge prices.

Refering to Figure 1, as long as orders of product “A” are waiting for work
center 1, orders of product “D” have to wait in the queue. But, when no or-
der of “A” is in the queue of work center 1, an order of “D” will be assigned
to work center 1. Note that there is higher possibility for an order of “D” to
be assigned to work center 1(about 60%) than to work center 2 (about 40%;3).

CONDITION 2: In a dynamic situation, an order which arrived at the shop
will be processed within a finite length of time unless the length of waiting
line grows infinitely. When the number of waiting jobs increases, the
expected charge price increases too and so tasks will be transfered to other
work centers or subcontractors. Thus, the waiting lines don’t build up infi-
nitely in ABA procedure. Note that subcontractors have constant expected
charge prices and bidding prices.

4. Simulation experiments

The dynamic task assignment procedure in this paper is evaluated by a
simulation experiment. In the example, we assume that there are three
types of products, four operations per product, and two alternative machines
for each operation. We can illustrate a situation that fits with this specifi-
cation as follows: In a machine shop, there are three different types of
parts(products) to be machined. Five different types of operations may be
performed in this shop such as turning, milling, drilling, boring, and grind-
ing. For each type of operation, there are two alternative machines to per-
form it which are different from each other in the pérformance and the de-
gree of automation. All parts require four operations and each type of part
has a different set and sequence of operations.
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SIMAN for IBM PC is used as a modeling software.

The situation assumed for the simulation may be summarized as follows:

1) Three products are manufactured in the shop each of which has four
operations. Three product-mix scenarios are used such as (1) 50:30:20, (2)
30:40:30 and (3) 20:30:50 which is expressed in terms of percentages of the
number of orders of each product.

2) Orders each of which consists of multiple units of a single product ar-
rive at the shop at every exponentially distributed interval with the mean
interarrival time of (1) 80, (2) 100, or (3) 120. And the number of units for a
specific order is randomly selected from the uniform distribution, U(30,150).

3) There are ten in-house work centers each of which consists of one ma-
chine.

4) Every operation of three products can be processed at one of two
alternative work centers or by subcontractor (Refer to Table 4).

5) Processing cost of a subcontractor is higher than those of in-house work
centers (Refer to Table 6).

6) Each order is assigned a due date. When a delivery is delayed beyond
the assigned due date, a penalty cost is imposed. The penalty cost per unit
time delay per order is assumed to be (1) 1, (2) 2 or (3) 4.

7) The total cost consists of in-house processing cost, subcontracting cost,
and penalty cost.

8) One unit of the buffer space is allowed for the committed tasks at all
the work centers.

9) The performance of the auction-based allocation (ABA) procedure in
this paper is compared with those of the following eight conventional
dispatching procedures:

¢ Dispatching by the Earliest Completion Time Rule, subcontracting by
the Least Cost Decision Rule, and sequencing by FIFO (ECF) : A task is
dispatched to the in-house work center which can complete it as soon as
possible. If all the total expected costs for the task at in-house work centers
are higher than the one of the subcontractor, it is subcontracted. Of course,
the total expected cost includes the expected penalty cost. And, at each
work center, FIFO rule is applied to decide the order of the processing.

e Dispatching by the Earliest Completion Time Rule, subcontracting for
No Delays, and sequencing by FIFO (EDF) : This rule is the same as ECF



A Distributed Task Assignment Method vol. 2, No. 1 41

except that if a delay is expected, the task is immediately subcontracted.

e Dispatching and subcontracting by the Least Cost Rule, and sequencing
by FIFO rule (LCF) : A task is dispatched to the work center which can
process it at the least cost including the expected penalty cost. In this case,
the subcontractor is also considered as a work center. And, orders are
sequenced by FIFO rule at each work center.

e Dispatching by the Least Cost Rule, subcontracting for No Delay, and
sequencing by FIFO rule (LDF) : This rule is the same as LCF except that
if a delay is expected, the task is immediately subcontracted.

e Dispatching by the Earliest Competion Time Rule, subcontracting by the
Least Cost Rule, and sequencing by the Earliest Due Date Rule (ECE) :
This procedure is the same as ECF except that the Earliest Due Date Rule
is applied to sequence orders at each work center.

* Dispatching by the Earliest Completion Time Rule, subcontracting for
No Delays, and sequencing by EDD (EDE) : This procedure is the same as
EDF except that EDD rule is used as the sequencing rule.

e Dispatching and subcontracting by the Least Cost Rule, and sequencing
by EDD rule (LCE) : This procedure is the same as LCF except that EDD
rule is used as the sequencing rule.

 Dispatching by the Least Cost Rule, subcontracting for No Delay, and
sequencing by EDD rule (LDE) : This procedure is the same as LDF except
that EDD rule is used as the sequencing rule.

Table 3. Comparisons of conventional heuristic procedures

notation | dispatching subcontracting! sequencing
ECF earliest completion time least cost FIFO
EDF earliest completion time no delay FIFO
LCF least cost least cost FIFO
LDF least cost no delay FIFO
ECE earliest completion time least cost EDD
EDE earliest completion time no delay EDD
LCE least cost least cost EDD
LDE least cost no delay EDD
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In Table 4, alternative work centers and processing time per unit for each
operation of three products are provided. And in the last column, we pro-
vide the processing time of subcontractors. In the last row of Table 4, the
processing cost per unit time of each work center is shown and
subcontracting cost per unit processing time is provided in Table 5. We as-
sume that the processing cost is higher and the processing time is longer at
the subcontractor’s facility than at in-hour work centers. In Table 6, the
data in Table 4 and 5 are converted into the processing cost per unit.

Each simulation run was conducted from 0 to 60,000 time units while the
first 10,000 time units are considered as a warm-up period. Thus, in the
static model, we set the processing capacities as 50,000 time units for all the
in-house work centers in the static model which we solved for the compari-
son purpose.

Detailed output data for an example problem are shown in Table 7.
Parameters used in the example problem are (1) mean interval time = 80,
(2) product-mix is 50:30:20, and (3) penalty cost = 2. Table 7 shows the sol-
ution of LP formulation for job-allocation problem together with the resuilts
of simulation runs by the auction-based procedure and eight conventional
dispatching rules which are introduced above.

The numeric value in each entry of Table 7 indicates the percentage of the
amount of the job allocated to each work center. Note that the distribution
of the job amount allocated by ABA resembles that of LP formulation more
closely than those by any other heuristic procedure. As a measure of the de-
viation of solutions of a heuristic procedure from those of LP formulation,
we suggest the following formula (This formula is an illustration for the case
of ABA.):

3 4 3
;’; ;IPop-r(i,j,k)—PABA(i,j,k)l /36, reerrrereriininnieiiiiiiiiieiiiieene e (22)

where Paga(i,j,k) denotes the percentage of job (i,j) (operation j of product
i) allocated to the k™ work center when ABA procedure is used.

In Table 8, the average deviation of solutions and the average total cost
per order are compared. If we agree that the result of LP formulation is the
most efficient allocation of resources under the assumption of static shop en-
vironment, ABA is the most successful in the assignment of tasks from the
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viewpoint of efficiency among simulated heuristic procedures. Furthermore,
ABA obtains the least cost solution among nine heuristic procedures.

Table 9 shows the processing cost per unit time, the shadow price of each
work center in LP model, the average charge price, and utilization of each
work center in ABA. Notice that work center 10 is underutilized and so the
average charge price for work center 10 is the same as its processing cost
per unit time, which coincides with the fact that the shadow price for work
center 10 is zero in the final solution of LP formulation.

Table 4. Alternative work centers and processing time
per unit of each product

product | operation | WC1 |WC2 |WC3 | WC4 |WC5 |WC6 | WC7 | WC8 | WC9 [WC10| subcontractor
1 1 20 | 3.0 3.1
1 2 20 | 23 2.4
1 3 : 23 | 25 2.6
1 4 2.8 | 3.2 3.8
2 1 4.0 | 55 5.0
2 2 29 | 35 3.6
2 3 29 | 25 3.6
2 4 31 | 3.2 35
3 1 4.0 | 4.0 4.6
3 2 27 | 25 3.5
3 3 26 | 3.1 3.2
3 4 41 | 3.8 3.9

cost per unit time| 15 10 10 6 7 15 14 8 9 14
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Table 5. Subcontracting cost per unit processing time

operation 1 2 3 4
product

1 20 20 20, 20

2 30 30 30 30

3 40 40 40 40

Table 6. Alternative work centers and processing cost per unit

product |operation Plternative work center | processing cost per unit
A B A B C
1 1 1 2 30.0 30.0 62.0
1 2 4 3 13.8 20.0 48.0
1 3 5 6 16.1 37.5 52.0
1 4 8 7 25.6 39.2 76.0
2 1 4 3 33.0 40.0 150.0
2 2 5 6 20.3 52.5 108.0
2 3 8 7 20.0 40.6 108.0
2 4 9 10 27.9 44.8 105.0
3 1 2 1 40.0 60.0 184.0
3 2 9 10 24.3 35.0 140.0
3 8 7 24.8 36.4 128.0
3 4 5 6 28.7 57.0 156.0

A : the least-cost work center

B : the other alternative work center

C : the subcontractor
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Table 7. Percentage of the production quantity allocated to each work center
for each case of the solution procedure for the example problem

product 1 1 1 1122122 ((3}3{(3]3
operation 1 2 3 4 1 2 3 4 1 2 3 4
A 89 (60|12 |15 |14 (100|100|100|100| 16 | O | O

LP B 5]1]0/(10|]26 |86 | 0|0 ]| 0| 0|8 |100]100
C 6 |40 |78 159 {0 (0|0 |O0O]|JO0]jO0O]O]|O

A 71142110 16 |30 |79 | 87 |64 |77 |57 |13 | 21

ABA B 1816 9 (23|67 11913 (36 |23 |43 |87 |79
C 11142816114 | 2(0]0]|0C]0]|]O0]|O

A 51 (34 |23 |29 |36 |58 {46 |53 |49 |46 | 32 | 27

ECF B 38124 | 6 |28 |63 (3 |3347 |51 |54|571!73
C 11 |42 (71 |43 | 1 71221 0|0 }0 {11]O0

A 88 |129| 5 {18 |37 |58 |72 (82|93 |44 |29 | 48

LCF B 11 |26 |24 |33 |62 (27 |17 |18 | 7 |56 | 61 | 51
C 1 (45|71 {49 |1 |15|11|0 ]| 0|0 (10]1

A 55 (49 | 25 {31 | 24 |49 | 27 | 51 |46 |39 | 37 | 28

EDF B 36 |37 |19 |36 {50 |35 |28 |43 |43 |52 [ 37 | 45
C 9 |14 {56133 |26 |16 (45| 6 |11 | 9 | 26 | 27

A 75 123169| 9 {41 | 4 |51 |50 |8 |8 6510

LDF B 12 |41 (26 |34 |44 (26 {37 |43 |14 |15 | 26 | 42

C 13136 {5 {5715 |70 |12 | 7 | 6 | 3 | 9 |48

A 56 | 37 | 25 |22 |34 |52 |57 |48 |50 | 52 | 36 | 32

ECE B 37 121 | 8 |24 166 |33 )40 |52 |49 48 |61 | 68
C 7 |42 |67 54| 0 153 |0 1 0|30

A 88 130 |12 |18 |37 |57 |76 |78 193 |51 |23 |40

LCE B 11 {26 |14 |28 ({61 [ 29 |17 |12 | 7 |49 |73 | 60
C 1 |44 |74164 )2 |14 7 |00 0] 4]0

A 52 |43 |51 |22 {27 |19 |44 |51 |54 |41 [ 40 | 21

EDE B 31 |28 |42 |29 |58 (13|31 |45 (45|55 |52 |29
C 17 {120 | 7 {49 |15 168 |25 (4 | 1 |4 | 8 |50
A 74 |10 |79 |11 |49 | 1 |31 |50 |84 |8 (8] 0

LDE B 11 |43 121 {33 (43 |42 |45 (42|12 |16 |16 | 28
C 15 |47 | O {56 (8 {57 |24 | 8 | 4 |0 | 2 |72
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Table 8. The average percent deviation of the solution and
the average total cost per order of each procedure for the example

procedure average percent deviation |average total cost per order

LP 0 13807
ABA 13 : 14430
ECF 23 17878
LCF 16 17921
EDF 30 16808
LDF 33 16839
ECE 22 17739
LCE 15 18269
EDE 31 16860
LDE 36 17045

Table 9. Processing cost and price data of each work center
in the example problem

work center 1 2 3 4 5 6 7 8 9 10
processing cost 15 | 10 | 10 6 7 15 14 8 9 14
per unit
time
shadow priceof | 16 | 11 | 19 | 15 | 16 6 13 | 16 4 0
LP model
charge (27.120.824.7{18.2127.2(24.4 275|264 9.5 | 14.0
price
ABA e
utiliza- | 0.98 [ 0.99 | 0.98 | 1.00 | 1.00 | 1.00 | 0.99 | 1.00 | 0.93 | 0.59
tion

We construct 27 problems, each of which has a different combination of
parameters of mean interarrival time of (80,100,120), the product-mix of
(50:30:20, 30:40:30, 20:30:50), and the penalty cost per unit time of (1,2,4).
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In Table 10, we compare average values of cost components and the total
cost of 27 problems. We can see that ABA procedure outperforms all the
other heuristic procedures in the total cost. The total cost of ABA procedure
is found to be the lowest among those of all the heuristic procedures for all
26 problems. Note that the relative distributions of cost components of ABA
resemble those of LP formulation more closely than any other heuristic pro-
cedure. ECF, LCF, ECE, and LCE, all of which are procedures with
least-cost subcontracting rule, result in higher penalty cost than those of
ABA. Moreover, subcontracting costs are higher for EDF, LDF, EDE, and
LDE compared with the results of ABA.

The average percent deviation of solutions of ABA from those of LP for-
mulation is compared with other heuristic procedures in Table 11. It is
calculated by averaging the average deviation of each simulation run, which
may be expressed as in equation (22). It shows that solutions of ABA re-
semble those of LP more closely than other heuristic procedures.

The number of orders in the system and the number of orders completed
during the simulation period are compared with each other. ABA is ranked
in third place among all the procedures on both of the evaluation measures.

Table 10. Comparisons of the average values of cost components and
the total cost per order for 27 problems

procedure| subcont- | in-house | penalty cost cost cost total
racting | process. cost of of of cost
cost cost product 1|product 2 |product 3

LP 3187 10257 0 12590 1144 16256 13386
ABA 3413 10415 25 13126 12838 15503 13814
ECF 2162 11182 1557 11802 15153 17364 14937
LCF 2465 10213 2909 13025 16132 17083 15622
EDF 4798 10781 1 10932 15756 19296 15526
LDF 5949 9847 29 11462 16997 17998 15690
ECE 1896 11346 1715 12465 15064 17123 14927
LCE 231 10409 3078 14083 16066 17052 15797
EDE 4700 10785 0 10691 15714 19213 15417
LDE 6116 9903 12 10720 17251 19028 15860
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Table 11. Comparisons of average percent deviation, number of orders
in the system, and total number of orders completed for 27 problems

heuristics average percent |average no. of orders| total no. of orders
deviation in the system completed
ABA 5.0 41 - 467
ECF 7.8 58 438
LCF 5.9 70 455
EDF 9.9 40 464
LDF 10.3 44 477
ECE 7.7 62 433
LCE 5.6 73 446
EDE 9.9 40 466
LDE 11.2 4 476

5. Conclusions

We have proposed an auction-based task assignment method which can be
used in a large automated manufacturing shop floor which has intelligent
and powerful local controllers connected with each other by communication
links.

The proposed control scheme is characterized as a distributed information
processing, a distributed decision making and a heterarchical market-like
model.

In this scheme, we have suggested two types of actors, resource agent and
part agent. We assume that part agent is in charge of orders of a specific
product and has the objective to deliver orders at a cost as low as possible
while resource agent is a profit maker who is in charge of a work center. We
have suggested a detail procedure where task assignments are made through
an auction-based negotiation process between part agents and resource
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agents instead of the isolated determinations.

To provide a rationale for the auction-based procedure, we analyzed a lin-
ear programming model for the static version of job allocation problem. It is
shown that the independent selection of the least-cost work center for each
job results in the global optimal solution in the job allocation problem only if
the processing cost of each work center is properly adjusted.

The performance of the auction-based allocation (ABA) procedure in this
paper is compared with those of eight conventional dispatching procedures
by a simulation experiment. The results of the experiments show that the
solution of ABA resembles the optimal solution of LP formulation most
closely and ABA procedure obtains the least-cost solutions on the average
among the heuristic procedures simulated.

Although the price system in this paper is very simple, the results of per-
formance evaluation is promising. A more elaborate price system will im-
prove the performance of the task assignment further. Studies are needed
on how to make resource agent and part agent more intelligent. We can
make them have more forecasting capabilities, reservation functions, and
adaptive control functions, etc. In this paper, although every agent may have
different weights on objectives because of a different state of each agent at
the moment, the basic logic for negotiation procedure is the same for all the
agents. But, in a more general case, agents may have different negotiation
strategy from each other. Research is needed on the effects of heterogeneous
bidding algorithms on the performance of the global system.
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