International Journal of Management Science
Vol. 2, No. 1, December 199%

A Job Loading Procedure as a Kernel Part of FMS
Integrated Operating System and Its Evaluation

Hiroshi Katayama*

Abstract

FMS operating system consists of several subsystems in general, i.e. tool
grouping subsystem, tool/job assignment subsystem, job dispatching
subsystem, and papers dealing with each subsystem were published by many
researchers [1], [4], [6], (8], [9], [10], [11], [12], [13], [14], [15], [16].

This paper mainly discusses about tool / job assignment subsystem as a job
loading procedure, that occupies the kernel position of overall FMS
operating system. Its performance is evaluated through simulation
experiments of an integrated operating system under a typical FMS hard-
ware configuration implemented in many machining factories, which is
composed of the proposed procedure as well as a job dispatching procedure
including several heuristic dispatching rules in terms of rule-base.

1. Introduction

Many industries are continuing to introduce FMS in order to accomplish
wide range of product capability with small batches for getting competitive
edge in the market, of which recent feature is represented by the words of
globalization, versatility, rapidity ete.
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To cope with such environmental difficulties, not only introducing high
performance hardware but also operating software system managing hard-
ware is the key element for overall satisfactory performance. Particularly,
scale of FMS tends to become larger and most of ‘machining cells are
comprised of multi-purpose machining centers. This means more and more
massive investment tends to be thrown as fixed cost to implement FMS into
factories, and, as a result, operating systems of FMS are getting to be more
complex and performance of their software becomes a critical issue [2], [7],
[12], [16].

FMS operating system consists of several subsystems in general, i.e. tool
grouping subsystem, tool/job assignment subsystem, job dispatching
subsystem, and papers dealing with each subsystem were published by many
researchers [1], (4], [6], [8], [9], [10], [11], [13], [14], [15]. For example, in
order to increase working rate of FMS to recover such huge amount of in-
vestment, job loading problem (how jobs and tools have to be assigned to
each machining cell) is highlighted as a part of FMS operating system de-
sign [1], [4], [6], [9], [10]. Actually, this problem is being studied indepen-
dently by many researchers in terms of mathematical programming model
for example, and most of such approaches use non-linear formulation and
get solution with intricate methods[13].

Based on this background, this paper discusses a two stage hierarchical
linear formulaltion of job loading problem and compares its performance
with the formulation developed by Shanker et al[10] by evaluating typical
FMS system performance such as average job loading rate, average working
rate, average overtime rate as well as planning computation time through
simulation experiments.

2. Loading Procedure

As linear formulation needs huge number of constraints and decision
variables in general, many authors try to develop loading procedures in
terms of non-linear model [13], and independently, some others try to intro-
duce efficient searching procedures, e.g. branch and bound approach [1],
[6], for getting optimal solution, However, it is still expected that huge com-
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puting time will be wasted if such formulation is chosen, for example, that of
Shanker et al[10]. In addition, another tough obstacle will arise to get satis-
factory results by popular mathematical programming package, e.g. LINGO
[3], as amount of memory resource and particular functions might be indis-
pensable to deal with such formulations.

The model developed by Shanker et al is given in the following section as
a benchmark system, i.e. an example of non-linear formulation, which is
well defined compact tool / job assignment problem.

2.1 Shanker et al's Model

In the job loading problems, many authors aim to attain maximum total
machine-hour of jobs loaded in the certain planning duration, and the model
developed by Shanker et al is categorized into such procedure. Namely, this
model consists of expression (1) as the objective function which aim to
maximize total processing time of loaded jobs, and expressions (2)~(6) as
constraints. Related notations are summarized in Table 1.
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Where, (2) : Constraint on the number of tool slots available in each mach-

ining cell

(3) : Constraint of uniqueness of job operation assignment to
capable machine '

(4) : Constraint of consistency between number of assigned job
operations and operations have to be performed

(5) : Constraint on the total operation time available for each
machining cell

(6) : Constraint concerning to the definition of decision variables

Table 1. Symbols of the Shanker et al’s Model

Subscripts :
] Job number 1<i<M
k  Operation number 1<t <Y;
7 Machine number 1<j<N
*The term “Machine” is used instead of “Machining Cell” for simplifi-
cation

Parameters :
H Length of one shift [minutes]
P;; Processing time of operation k of job ¢ on machine 5
Y, Number of operations of job ¢
A; Lot size of job i
Si Number of tool slots required for processing operation 4 of job 7 on
machine j
G; Tool magazine capacity of machine j
B(i,k) Set of machines on which operation £ of job i can be performed
Zt'nki,;izki,;--.;ipk.',
Number of tool or slot usage when operation 4. of job 7,, operation % of
job 7,,... and operation k; of job , are processed on the same machine

Decision Variables :

x; =1 Ifjob iis selected
=0 Otherwise

xw =1 If operation k& of job i is assigned on machine j
=0 Otherwise
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In this formulation, there are number of non-linear terms of decision
variables Xs as combinatorial terms in expression (2), and also this ex-
pression can not be described concretely if the number of jobs is not fixed.
This latter feature could be called “parameter dependent formulation™ or
“data dependent formulation”. These two major defects cause serious diffi-
culty to get a solution with a simple procedure, and therefore, an intricate
algorithm is developed especially to overcome the first defect.

In this context, some new formulations are desired for job loading phase
of FMS operation, which can be calculated by simpler algorithms with fewer
computer resources as well as parameter independent formulation of the
problem, i.e. concrete formulation for any number of machines and jobs.

In the following two sections, an alternative framework and formulation
are described to overcome such difficulties.

2.2 An Integrated FMS Operating System

In this section, an small scale integrated operating system of FMS is
introduced to stress the importance of job loading sub-—system as well as
mutual complementation of each sub—system. A procedure of FMS
operating system being discussed here consists of job loading sub—system
[Phase (1)] and job dispatching sub—system [Phase (2)], of which each
function is executed term by term called shift, which is defined as the mini-
mal planning / execution time bucket.

In advance of the phase (1) procedure, jobs being able to be processed in
the coming shift are identified and classified into urgent and normal jobs to
avoid due date interference.

Then, jobs to be processed in the considered shift are determined from
classified job pool to meet objective function, that is, maximum total oper-
ation time criterion is adopted in this paper. Needless to say, necessary
operations are pre—determined in the up—stream function, e.g. product de-
sign or production engineering division, and tools to complete whole duty
should be determined in this phase simultaneously, In this sense, Phase (1)
is regarded as a planning phase.

Phase (2), on the other hand, is regarded as a procedure of execution
phase, which dispatches each job in queue on each machining cell to avoid
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inefficient utilization of whole capacity caused by bottle necks occurred in
the actual time based operation sequence. Many dispatching procedures are,
generally, constructed by simple dispatching rule, class of such rules or net-
work structured rule—base, e.g. [4], [8].

Both phases are hierarchically processed, however, phase (1) plans from
relatively macro—scopic point of view to realize maximum utilization and
phase (2) is executed from micro—scopic point of view to recover expected
inefficiency.

These three step sub—procedures are performed in term—wise as shown
in Figure 1. The other functions such as tool classification are not considered
for simplified discussion.

Job loading procedure proposed in this paper is described in the next sec-
tion and is applied as Phase(1l) to evaluate its performance by simulation
experiments.

Figure 1. Sequence of An Integrated Operating System

Identifying jobs able to be processed in the coming shift
and classifying them into urgent jobs and normal jobs
based on their due date information

!

Phase(1)
Assigning operations and tools to each
machining cell

Phase(2)
Dispatching each job in queue on each
machining cell

l

Move to the next shift
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2.3 Proposed Loading Procedure

First of all, let introduce the concept of machine class J, in which each
machine has exactly the same specification, rather than considering each
machine separately such as in the Shanker’s model. This machine grouping
is often useful to simpler management of the actual FMS.

Detail description of proposed job loading procedure is illustrated in Fig-
ure 2, which consists of three major portions such as Initialize Step, Step 0
and subsequent steps denoted as Step su, and its distinctive feature is two
stage “parameter independent” tool /job assignment problem solving, that
is, iterative logic of job—tool selection problem solving and tool assignment
problem solving. The essential idea is to aim detail optimal solution through
tool assignment logic based on the rough cut solution obtained by job—tool
selection logic.

Outline of each step is explained as follows.

{Initialize Step)
In the first stage of computation, related variables have to be initialized as
foollows.
@ All of the E,,, the sets of decision variable sets DV,, which is calculated
in the step sz, should be cleared by null set ¢ : E,, < ¢ for sn=0,...,SN.
@ Step number sn should be cleared by 0: sn<0.
® Set of machines UD, that operations and tools are fully assigned
already, should be cleared by ¢ : UD<¢.
@ Any arbitrary machine 7 should be selected as an element of the set of
machines U A, which is tried to assign jobs and tools ;: UA<{3j}.
® Every other machines js not included in U A are defined as elements of the
set of machines UR, which any jobs are not assigned yet : UR < {Vj\JA.

{Step 0>
@ In order to get rough cut solution, job—tool selection problem is solved
firstly.
@ Obtained value of objective function, that is, total job load assigned to
the whole FMS which is calculated by setting A=1 in (7) and (13), is
substituted for upper bound of objective value U B,.
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® Set of decision variables DV,, denoting adopted jobs and tools, of which
values are 1s, are added to initial cumulative set of decision variables
E,

@ Cumulative objective value F,, is to be cleared by 0 and go to Step 1
(The first stage of Step s»).

{Step sn(sn=1,..., SN))
@ In order to investigate that whether tools, which is selected in Step 0,
are able to be assigned to machines, tool assignment problem is solved.

@ Obtained value of objective function is substituted for UB,,.

® 1fUB,,#UB,,-, then E,, <9, and go to Step sn—1
otherwise, DV, is added to E,,, UA is added to UD,
and any arbitrary machine, which is in UR, is trans-
ferred to U A.

@ IfUR=¢ then this algorithm terminates.
otherwise go to Step sn+1.

Figure 2. The Proposed Loading Procedure

START
—
Initialize E, ¢ (sn =0,***,SN), sn<0, {|_Solve Tool Assignment Problem
Step | UD «—¢, Ud—{%j}, UR —{"inu4 ||| L

| UB,, < Objective Function Value I

Step 0 I Solve Job-Tool Selection Problem ”

1 IUBo <« Objective Function Value]

Evaluation of fuu
Fup “Fup + fu
1
E*E, @DV, UD—UDU UA,
U4 ={?j | iSUR}, UR—UR\UA

Stepsn

Where, @ Addition of Set N\ Subtraction of Elements
U  Union of Set +  Addition of Scalar
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Exact formulation of major job—tool selection problem and tool assign-
ment problem are given in succeeded expressions (7)—(21). Table 2
summarizes related symbols, and symbols do not appeared in there are de-
fined in Table 1. That is, symbols used in the both models follow the com-
mon notation unless they are redefined.

{Job—Tool Selection Problem : Formulation of Step 0)

Max. .-é, kgl A APy %; +i2§_4 k;:_',lAin.x,- 7
s.t.

Q N

2 San<> G; (8)
=1 =1

Y;

f,'KS élw,,, h=C,'/, i=1,...,M (9)
M Y

él kgl APy %=nNH (10)
In case of E,#¢: dv;ydv< |DVy|, DV, E, (11)
f,', V’C’,,=O orl (12)

Where, (7) ; Objective function aiming to maximize weighted total job load-

ing

(8) ; Constraint of total tool slot number available in entire FMS

(9) : Constraint of necessary condition which number of assigned
tools have to satisfy, that is, it should be greater than or equal
to the required number of operations

(10) : Constraint to total operation time available on the entire
FMS

(11) : Constraint to exclude solutions obtained before the current
optimization step

(12) ; Constraint concerning to the definition of decision variables
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{Tool Assignment Problem : Formulation of Step s»)

Y Y
Max. I‘?/D,,, 4"];‘5; kgl A AP, k] Xk] +]§] ie?—ps k;l AP, (135,134 (13)
s.t.
k;ﬁhWbsG% JeU (14)
]QW:ISNTW, heT (15)
Y Xr<1, 1€S: k=1,..Y; (16)
r€ B(i.k)
Y‘ ~ -
gbgﬁquJZ ieS a7
Xx] S Whys h=C; i€S; k=1,...,l’,- ;]eU (18)
Y;
L APy <n|] | H, Jeu (19)
In case of E,,#¢ : ;Vdv< |DV,|, DV,,€E., (20)
dveDV,
%y, wy=0 or 1 (21)
Where, (13) : Objective function aiming to maximize weighted total job load-

14)

(15) :
(16)

Qa7)

(18)

ing in the step s»

: Constraint of total tool slot number available in each ma-

chine set, 7.e. UA and UR
Constraint of total tool number available in the step s»

; Constraint of uniqueness of job operation assignment to

capable machine

; Constraint of necessary condition which number of assigned

job operations have to satisfy, that is, it should be less than
or equal to the required number of operation

; Constraint of necessary condition which decision variable x;;

have to satisfy, that is, tool # have to be assigned to machine
set J if job operation requiring tool % is assigned to J.



A Job Loading Procedure as A Kernel Part of FMS vol.2,No. 1 11

(19) : Constraint of total operation time available on each machine
set
(20) : Constraint of exclude solutions obtained before the current

optimization step
(21) : Constraint concerning to the definition of decision variables

Table 2. Symbols of the Proposed Model

Subscripts :
/] Tool number 1<i<@
J Set of machines JeU
Parameters :

sn Step number(sn=1,..., SN)

DV, Set of decision variables obtained in the step s», of which values are
1s

DV, Set of decision variables obtained in the current step

E,, Family of DV that is constructed in the step s»

UD Set of machines on which job operations and tools are fully assigned
already

UA Machine on which operations are assigned in the current step

UR Set of machines on which operations are not assigned yet

U UAUUR

Fp, Cumulative objective value contributed by machines of UD in the
step s»n

Sfua  Objective value contributed by machine of U4

UB;, Upper bound of objective value in the step s»

Sw Number of tool slots required for processing by tool ~Z on set of
machines J

Gy Tool magazine capacity of set of machines J

oF Tool which operation £ of job 7 requires

D Set of higher priority jobs

2 Arbitrary large number, which is for giving higher priority to urgent
jobs

n Work load parameter (in this paper, n=1)

Sy MinS, (G=1..N)

P Mm Py G=1,..N)
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NT,,, Number of tool % available in the step s»n

S Set of jobs which are selected from job pool in the step 0
D, SND

T Set of tools which are selected in the step 0

Py N-E,in P, Gel)

Decision Variables :

W =1 If tool % is selected
=0 Otherwise
x4y =1 If operation £ of job 7 is assigned on J(set of machines)

0 Otherwise
wy =1 If tool & is Assigned on set of machines J
=0 Otherwise

Others :
il Number of elements contained in set

3. Performance Evaluation

In order to evaluate the performance of the proposed procedure, typical
hardware configuration of FMS observed in actual machining factories are
considered, and comparison analysis between the proposed procedure and
Shanker et al’s [10] model is performed on this hardware domain.

3.1 FMS Hardware Model
Figure 3 shows the FMS hardware configuration under consideration and

major features related to the hardware, which is simplified model of actual
FMS, are summarized as follows.
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Figure 3. A FMS Hardware Configuration

Tool Assignment & Mounting
« W

Conveyer

Tool Magazine

In-Process Buffer

Load/Unload Operati ,
[ 3 peration (with Pallett Changer)

Outer Buffer
(Stocker)

1) Number of machining cells is three and their specification are
machining centers (MC), that is, each cell can perform required oper-
ation through proper tool assignment.

2) Total number of machining operations necessary and able to processed
by MCs are 21, which are shown in Table 3.

Table 3. Operations and Corresponding Standard Time Data

Operation

1 2 3 4 5 6 7 8 9 10 11
Number
Operation
. . 4 5 6 4 5 6 4 5 6 4 5
Time(min.,)
Operation

12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 | 21
Number
Operation
. . 6 4 5 6 4 5 6 4 5 6
Time(min, )
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3) One and only one tool is supposed to be required for each operation.

4) Number of tools which each tool magazine can hold, that is, capacity is
five.

5) Because of negligible small transfer time between machines comparing
with operation time in Table 3, these are supposed to be zeros.

3.2 Assumptions and Preconditions on Operation Environment

Features of operation environment considered and artificial conditions
introduced for simulation are as follows.

1) Length of each shift is 480 minutes (8 hours), and duration of simu-
lation is 110 shifts. Data are captured from the 11th shift to the 110th
shift for statistical evaluation.

2) Distribution of job arrival is exponential distribution with arrival rate
1/ 30 (mean time between arrival==30 minutes).

3) Lot size of each job is discrete rectangular distribution varies on [2, 9]
domain.

4) Due date of each job is 10 shifts forward after arrival.

5) Number of operations required for each job is discrete rectangular dis-
tribution varies on [2, 4] domain.

6) Operations and their process times for each job are selected from
Table 3 through discrete rectangular distribution varies on [1, 21] do-
main.

7) Jobs which has two shifts until due dates are treated as higher priority
jobs. ’

8) Simulation experiments are performed on DOS/V PC(CPU: 486DX2,
33MHz).

9) Calculation of job—tool selection problem and tool assignment prob-
lem in the proposed procedure is executed on LINGO [3], one of the
most popular mathematical programming package.

10) Dispatching method adopted is the rule—based system developed in
Katayama et al [4], [5].
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3.3 Criteria

Following four criteria values are calculated to evaluate performance of
overall integrated system whose main feature is the proposed tool/ job as-
signment procedure of job loading phase.

1) Average Computation Time(ACT) per Shift : (Total Computation Time

for 100 Shifts) / (100 Shifts)

2) Average Loading Rate(ALR) per Shift : (Total Process Time of Jobs

Loaded in 100 Shifts) / (100 Shifts)
3) Average Working Rate(AWR) per Shift : (Total Elapsed Time in 100
Shifts) / (100 Shifts)

4) Average Overtime Working Rate(AOWR) per Shift : (Total Overwork-

ing time in 100 Shifts) / (100 Shifts)

3.4 Results of Simulation
Table 4 is given as an example results of simulation experiments, which
try to clarify quantitative advantage of the proposed procedure for loading

phase comparing with Shanker et al’s procedure.

Table 4. Summary Results

Shanker |Proposed Loading Procedure
Average Compuation Time(min.) 21.52 1.83
Average Loading Rate 0.945
Average Working Rate 0.979 0.992
Average Overtime Rate 0.003 0.005

As the proposed procedure is not facilitated smoothing function of job du-
ties between machining cells, which is considered as load balancing in
Shanker et al and is considered to be relevant when idle time of machining
cells in execution phase can not be eliminated by job dispatching procedure,
their algorithm gets better performance than the proposed procedure in
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terms of average working rate, that is, AWR of the proposed procedure (0.
992) contains more idle time than that of Shanker procedure (0.979) mainly
because of biased job loading on machining cells.

On the other hand, average computation time of proposed procedure is
significantly shorter than that, because area of feasible solution in this
example, which will diverge in proportion to the increase of job numbers in
a shift, is too large to be enumerated by their algorithm.

From these results, proposed procedure is considered as an effective tool
if jobs able to process in a shift are substantial, and parameters as well as
data related to operations are suitable for load balancing, i.e. unbiased oper-
ation times of each job.

4. Conclusion

In this paper, a job loading procedure, of which formulation contains two
stage linear mathematical programming models and is independent of fa-
cility and job configuration parameters, is developed as a part of FMS
integrated operating system, and its performance is evaluated through simu-
lation experiments based on the data investigated at the actual FMS shop
floor in some factory. The proposed procedure is qualified by collaborated
companies to be applicable for practical use.
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Appendix
{Structure of Adopted Dispatching Rule —base)

The dispatching procedure adopted in the considered integrated FMS
operating system is shown in Table A—1, which is originally developed in
[5] based on [4]. The feature of this procedure is: focus on reduction of real
time monitored idle rate.

Table A—1. A Dispatching Procedure in terms
of Idle Rate Reduction Rule —base

Number of jobs queuing at the buffer of the current operation
Which is more than average between quepes Which is the minimum between queues of every operations
of every operations
Is there only one job i s .
. .2 Y Is there only one job having
having minimum queue at minimum queue at the next Y
[the next operation? operation?
g I
:g N PR: Job having Minimum PR: Job having Minimum
§ & Queue of Next Operation N Queue of Next Operation
-
§|2
~ § PR: Job having Minimum : PR: Job having Maximum
§ 2 " |Current Operation Time Current Operation Time
2§
“g E
|
21e
4
k]
-
£\
s | PR: Job having Minimum PR: Job having Maximum
5 E Same Operation Jobs in the Current Operation Time
‘E 2 Queue of Next Operation
z1g
o
5
H




