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A Study of Circular Sampling
in Finite Populationl)
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Abstract

This paper describes a sampling method, which can be used instead of the simple
random sampling without replacement(SRSWOR). This method, circular sampling,
assumes that the sampling units of the population are arranged in circular format, and
randomly selects as many as samples of contiguous units. Therefore this method
gathers information quicker and easier than SRSWOR. In certain circumstances, the
reliability of this method is better than that of SRSWOR. And if circular sampling
would be applied to nonprobability sampling methods, the reliability of the sample
results in terms of probability could be determined.

1. Introduction

There are many cases to survey a group of people, animal and plant in special place in
order to get public opinions, to check the state of national health, and to protect certain
animals and plants. When a population of a group is small and distrbuted in small area,
complete survey is doable. But most of cases, the population is too large and distribution of
the population is too wide to do complete survey. Complete survey is much expensive and the
relability is not much than a sample survey(Cochran, 1977)

If the residence places of the sampling units to be surveyed are distinct like persons and
plants, it is easy to survey the sampling units which are defined as sample. But if the
residence places of sampling units are not fixed like animals, it is difficult to survey every
one of them.

When the residence places of sampling units are unstable, is there any better sampling
method which is less expensive without compromising the reliability of estimators of
population ?. Circular sampling is designed to overcome the problem.

The circular sampling is applied under the assumption of that sampling units are arranged
in circular format. So this sampling method takes samples without replacement and assumes
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that the first sampling unit and the last one are consirdered as contiguous unit each other.
Though the fact that population is arranged in circular format has been taken into account
by Godambe(1970), Royall(1970), Hartley and Rao(1971), Rao(1975), Cochran(1977), and so on,
they could not conect the idea with sample selection methodology.

Hedayet, Rao and Stufkan(1988) present a sampling method which selects samples avoiding
pairs of contiguous units. They assume that population is arranged in circular format within
the order of each unit size, so contiguous units are anticipated to provide simliar data,

For example, denote the units by 1,2,.., N, with i and (7+1) mod N as contiguous units,

All samples in the support will be fixed size #. The following samples are example obtained

by the sampling method without contiguous units for N =9, 7- i, 2 2, and n =3.

{1,3,6}) (1,48 (1,57 {247 (25, 9
2,68 {358 (3,79 {4 6 9.

In this example we see that the first and second order inclusion probabilities are given by
T; = 1/3, ‘ig {1,2,3,....9}

and, with #; + 7, ,

1/9 if 7; and 7, are non-contiguous,

Tig, = {

respectively. This method works better for ordered population.

However the most elements of the population are randomly arranged in natural states
rather than in order of unit value. In comparison to the above method, the circular sampling
works better for natural states of arrangement. Because this sampling selects the sampling
units under the assumption that the elements of the population are arranged in random. Also
this technique is easer to select sampling units and more efficient than SRSWOR in any
circumstances.

If we use the sampling technique presented by Hedayat et al.(1988) to estimate population
mean, we should know the order of each wildlife animal weight. If we don’t know the order
of each weight of N wildlife animals, we have to do the complete survey to know the order
of them by amount.

But the circular sampling technique assumes that the numbering of each sampling unit was
done randomly without considering the amount of weight. Therefore this method is easier and
have more applicable than method presented by Hedayat et al..

Let N be a population size, # be a sample size, 7 be the first sampling unit selected
from population size N, and X; denote the value of the characteristic attached to the first

0 otherwise,

selected sampling unit, then the elements of the sample size n are {7, i+1, .. i+ n-1).
The set S(2) of the sample values can be shown the following equation (1-1).
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{Xi,Xi+l _____ X,‘+n—1} for ( i+ n_l) < N

S ={ (1-1)
(i) {Xi,Xi«&-l,,----XN_Xl_XZ,n---vXH—n—l—N } for (i+m-1) > N

And let Z be the sample mean , then, the mean can be calculated by following equation
(1-2)

l f+n—1 .

- X, for (+n-1) s N

n =

X ={ N i+n-1-N 1-2)
L{yx+" . X; ), for (ewD> N
=1 =
2. Sample Selection Procedure
When a given population with size N X, X, ..... , Xy} is arranged in circular format, the

method to select samples with size #( #» < N ), as following procedures, is named circular
sampling.

The first, randomly select an element from the population { X; X,..... , Xy} which is
assumed to be in circular format.

The second, if the number of the first selection is 7, sequentialy select # sampling units
from starting point ¢ with satisfying the equation (1-1).

The third, the total number of sample support obtained from one arrangement of population
size N is N as followings;

(X1 X5 X A X0 X5 o X ol X Xivts s Xipmet)y oo (X X0 X oo Xya),

As an example let us suppose that we wish to estimate the population mean with size 3
sample selected from the population by using circular sampling, when a hypothetical population
is given like {1,2,46,7} and the arrangement is same order. For solving this problem, if the
first selected value is “2”, the desired sample is {2,4,6). The total number of sample support
S(7), i=1,2,.., N from starting point "2” is as follows;

S() = (24,6}, S2)= {467}, SB) = (671}, S@ = (712}, SG) = {124}

But the arrangement of circular form with the population composed by size N is same as
circular permutation of N, and the number of circular arrangement of N is ( N-1)!.
As stated above even if the population size is fixed with N, there are many types of

population according to how to arrange the population with size N. Therefore this circular



164 Hae-Yong Lee

sampling is the sampling method based on superpopulation rather than a single population.
This is essential difference between the SRSWOR and the circular sampling.
This circular sampling has the following distinctive features.

(1) This sampling is a sampling method to be taken into account the total circular
permutation ( N-1)! of population size N.

(2) The number of supports obtained from a arrangement of population size N are N without
regard to sample size .

(3) This sampling is balanced sampling, because the total appearence number of each unit in
the total supports N obtained from one arrangement is same as #.

(4) The total number of supports obtained from population size N by this sampling is M,
because the circular permutation of N is (N-1)! and the number of support for one
arrangement is N.

(5) The appearence number of each unit in the possible supports number N! is same as

n( N-1)!, so the circular sampling considered all possible arrangements is also balanced
sampling same as one arrangement case.

3. Properties of Circular Sampling

As mentioned the preceding chapter the circular sampling is balanced sampling. Thus the
sample mean Z satisfies the following theorem (3-1).

<Theorem 3-1> : The sample mean YC obtained from the circular sampling is an unbiased

estimator of population mean .

Proof. E(X,)

(X +X,+,...., Xm]

L
N
AL av-D1C0+ X+, LX)

=u 7

The sample mean variance Van{(X_) of the circular sampling X, satisfies the following

theorem (3-2), when a sample with size # is selected from a population with size N by
circular sampling.

<Therom 3-2> : The sample mean variance Var(X,) obtained from circular sampling is

presented as the following equation (3-1).

van Xy = L% #‘; 3-1)
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And the estimaror Var(X.) of the sample mean variance Var(X,) is as following equation
(3-2).

vy . N—n Si _
2 _ 1 ¥ N 4=
where , si = 3 jgl (Xi—X»*% i=12,.., N\

It can be shown that Van{ X.) is the unbiased estimator of Var{X,). As the above results it

is known that the mean variance Var(—X—c) of circular sampling is equal to the mean variance

Var(X,) = %:;l % of SRSWOR (Cochran 1977, Hansen et. al.1953).

But the sample mean variance Var( X)) obtained from i-th arrangement of population is
not same as Var(Y:), because this sample is not balanced sample. For an example let the

i-th arrangement be one population, the variance Var( X)) of sample mean X, obtained

from this arrangement is the following equation (3-3).
- T2 2 1 & 1 . 2
Var(X) = E(X;—p)*" = ng ;g i~ (3-3)

Here let the first order circular serial correlation coefficient between the contiguous units of
i-th arrangement be o as equation (3-4),

o = n(nll)N 5 3 % (Xg—m)(Xy—4) (3-4)

{=1 j*f
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the equation (3-3) becomes equation (3-5a) or (3-5b).

VanX) = L+ by 3% (x-mx-w (3-52
- T [1+(n—D)g] (3-5b)

As shown previous paragraph Var(X.) is same as Var(X,), but Var{X) is not same

as Var(X,). We can use the variance Var( X)) as a criterion of what arrangement circular
sampling is more efficient than SRSWOR. In order to show that, we can take equation (3-6)
from Var(X,) and Var( X)),

Var(X,) 2 VarX) if o< -1/(N-1)

(3-6)
VarX,) < VaX) if o> -1/(N-1)

Hence, when o = —-1/( N-1), circular sampling and SRSWOR give equal precision. When p <
-1/( N-1), circular sampling is more efficient than SRSWOR, and when p > -1/( N-1),
SRSWOR is more efficient than circular sampling. This result will give us a criterion when
we should use circular sampling instead of SRSWOR.

4. Example of Sample Selection

Suppose sample size #=3 are selected from the hypothetical population S = {1,2,4,6,7} given
in above example with circular sampling for the purpose of estimating the population mean g.

From this population we can get the population mean g = 4, variance & =52
Considering the circular sampling for this example, the number of circular permutation of
population size 5 is (5-1)! = 24. Let the reults be Po( 7) separately, then they are followings :

Po(1) = {1,24,6,7), Po(2) = {1,24,76}, Po(3) = {1,26,7,3},
Po(4) = {1,26,4,7}, Po(5) = {1,2,74,6), Po(6) = {1,2,7,6,4},
Po(7) = {1,4,26,7}, Po(8) = {1,4,27,6}, Po(9) = {1,4627),
Po(10) = {1,46,7.2}, Po(11) = {1,47,2,6}, Po(12) = {1,4,7,6,2},
Po(13) = {1,6,24,7}, Po(14) = {16274}, Po(15) = {1,64,2,7},
Po(16) = {1,6/4,72}, Po(17) = {1,6,7,2,4}, Po(18) = (1,6,7,4,2},
Po(19) = {1,7,24,6}, Po(20) = {1,7,2,6/4}, Po(2]) = {1,74,2,6},
Po(22) = {1,74,62}, Po(23) = {1,7,6,2,4}, Po(24) = {1,76,4,2}
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When we select the sample size 3 with circular sampling, the total supports obtained from
these 24 arrangements are 120 samples. For example if we select the sample size 3 from

arrangement Po(1) = (1,24,6,7) with circular sampling, the samples S(i) 7=1,2,.. N are
followings:

S()=(1.2,3), S(2=(246), SB)=(46,7}, S4)={6,71}, S(6)=(71,2}
5 samples can be selected from each arrangement, so the total number of support obtained
from 24 arrangements are 120. The number of support obtained from circular sampling is
always greater than that of SRSWOR. And the sample mean variance of SRSWOR Var(X,)

= —(L%_——_%)l% is equal to 13/15. We can find that the sample mean of Z is the unbiased

estimator of population mean # and the estimator of sample mean variance Va?yc—) is the

unbiased estimator of the sample variance Var(X,), too. This results satisfy the theorem
(3-1) and (3-2).

5. Conclusion and Remarks

In conculsion the expectation of sample mean and sample variance of the circular sampling
are same as those of SRSWOR. But when we consider i-th arrangement, the expectation of
sample mean of the circular sampling is same as that of SRSWOR, however the sample
variance obtained from 7-th arrangement is not same as that of SRSWOR because the
sample is not balanced sample.

If the first order circular correlation coefficient of 7-th arrangement @ is less than or equal
to -1/( N-1), circular sampling is more efficient than SRSWOR, but if o is greater than
-1/( N-1), SRSWOR is more efficient than circular sampling. But it is impossible to know the
value of p in advance to select samples. Therefore, one must be sure of that the sampling
units of a population are arranged randomly to use of the circular sampling.

To explain the circular sampling theoratically, we labelled every N sampling units of a

population. But, in reality, the labelling of the sample units are not necessary. The sample
must be taken once without replacement. That is why the circular sampling is more
economical and quicker than the SRSWOR in selecting samples. Also, as mensioned it above,
the efficiency of the circular sampling is not less than that of SRSWOR, so circular sampling
can be used intead of SRSWOR.

The drawback of the circular sampling is that it has the number of supports lot more than
SRSWOR. Also, when the contiguous units of population are similar, the efficiency of the
circular sampling is worse than SRSWOR. And especially we can appliy circular sampling to
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the nonprobability sampling methods to determine the reliability of the sample results in terms
of probability like probability sampling process. It is possible to apply directly circular
sampling to stratified sampling and cluster sampling in order to improve the efficiency.
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