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Abstract

Let (X1;,X2j,---»Xmj,Y;) 5 = 1,2,...,n, be a sample of size n
on an (m + 1)-dimensional vector (X1, X3,..., Xm,Y), m = 1. If Y(,)
denote the rth order statistic from Y, then the X, . paired with Y(;
is termed the concomitant vector of the order statistics. The general
distributions of concomitant of order statistics will be found. The
mean, variance and covariance of X..,; will be studied. Then we will
apply the results to the multivariate normal variate case.
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1. INTRODUCTION

Let (X1:, Xoiy .-y Xmi, Yi) (2 = 1,2,...,n) be a random sample from (X7,
X9, ..., Xm, V). If we arrange the Y-variates in ascending order as

Y Yo < ... <Y,
then the X-vectors paired with these order statistics are denoted by
_X_[l:n] ) 1[2:n] 1ee K[n:n] ’

where X (..., = (Xqjrin)s X2frin), - - - » Xm[r:n)) and termed the concomitants vec-
tors of the order statistics.

The research of concomitants of order statistics were initiated by David
(1973) and Bhattacharya(1974) for m = 1 case simultaneously. The extended
works were obtained by David and Galambos(1974), and David et al.(1977).
Yang (1977) has investigated the general distribution theory, exact moment
and applications. And Bhattacharya(1984) summarized the previous results.

When Kim and David(1990) treated the behavior of dependence structure
of order statistics, they considered the dependence structure of concomitant
of order statistics for m = 1. Under the assumption that X, X,,...,X,, are
independent normal variates and Y = .7, X, Song et al.(1992) obtained
the mean, variance and covariance of concomitant variables. Song(1993) has
investigated the gamma case of m > 1 for the above model, resulting in some
positive correlations between concomitant variables.

However, the results of Song et al(1992) and Song(1993) have been devoted
to the special cases, normal and gamma. In this paper, we will deal with the
general case for any distributions and models. In section 2, we will give the
dependence result on m = 1 case. In section 3, for m > 1, the general
formulas of mean, variance, and covariance of concomitants of order statistics
will be investigated. The multivariate normal case will be treated. In secton
3, it is shown that Cov(Xyjr.n], X2js:n)) can be positive for all r,s = 1,...,n,
if (X1, X;) are bivariate normal variates with p = 0.96. We study some
aspects of the dependence structure of the concomitants of order statistics
under normal assumption. Three Tables showing these dependence structure
are provided.
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2. Bivariate Cases

Let (X1,Y1), (X2,Y3),...,(Xn,Y,) be a radom sample of n pairs from a
common bivariate cdf, F (z,y) and pdf, f(z,y).

Theorem 1. [Kim and David(1990)] Let Y; and Z; ( = 1,...,n) be mutually
independent rv’s. If X; = g(Y:) + Z;, a regression model of Y on X. When ¢
is monotone function of Y;, then Xi.,), X2:n)s - - -y X[n:n) are associated.

Since any subet of associated random variables are associated, (X .n]s X{e:n)
are associated. It implies Cov(X.n), X[sin)) >= O forany 1 < r < s < n.
Yang (1977) showed

C’ov(X[r.,n],X[sm]) = Cov(E(X1 | Y1 =Y),E(X1| Y1 = Yio))-

Example 1. Let (X,Y) be distributed by No(us,uy,02,02,p). Then X; =
p%(Y — py) + Z;i, where Z; is distributed by N(psz, (1 — p*)o?). Hence
Xitn)y X(2in]y - - - X[nun] aT€ associated. We have,

C’ov(X[rm],X[sm]) = p20200v(Z(,),Z(3)) (2.1)

where Z(,) and Z,) are order statistics from standard normal distribution.

Kim and David(1990) showed that if f(z) is a Polya frequence funtion
of order 2 (PF,, ie. if f(z) is nonnegative and log f(z) is concave on
(—00,400).), then the covariance of any two order statistics is less than the
variance of either, and the covariance of Y{,) and Y{,) is monotone in r and s
separately, decreasing as r and s separate from one another. Since normal is
a PF,, the variances and covariances of concomitants of order statistics from
bivariate normal variate have the same property by (2.1).

Example 2. If (X,Y) is distributed by BV E (A, Az, A12) (i.e. see Barlow and
Proshan(1975)), it can be shown that X{i.n), Xjg:n), - - -y X{n:n] aT€ associated.

When X; = g(Y;, Z;), representing a general regression model of X onY,
define the concomitant of the rth order statistics with

X[r:n] — g(Y'(T),Z(T))’ r = ]-a - n.

For the above model, Kim and David(1990) also treated the dependence
structure of concomitants of order statistics.



258 Song-Ho Kim and Tae-Sung Kim

3. Multivariate Cases

More generally, we can consider the multivariate concomitant vectors of
order statistics. Let (Xy;, X2i,...,Xms,Y:) (¢ = 1,2,...,n) be a random
sample from common (m + 1) variate pdf f(z,y). Then the jpdf of X)) Yir)
is

fxprn v (@ 9) = f(2 ] 9)fir) (¥),
where f(,)(y) is the pdf of Y{,). Hence,

From@ = [ 5@l 9)fr W)y (31)

More generally,
fX[m ], X [roin],. X fre: n](xlax%“ aﬂk)

Yy
/ / / Hf(Llyz)fm,rz ..... re (Urys Yros - o2 Yr, )dYry dyry dy,(3.2)

where fr, ro. o Urys Yrgs -+, Ys, ) is the joint pdf of the k ordered Y -variates
Yir1)s Yirg)s oo Yoy With 1 <7y < rg < ... < 1y < n. By (3.1) and (3.2) , we
can easily prove the following:
E(Xifpn)) = E(E(Xa | Y1 = Y,))), (3.3)
i=1,2,...omandr=1,2,...,n.

Var(Xip.n) = E(Var(Xa | Y1 =Y,))) + Var(E(X:1 | Y1 = Y)), (3.4)
i=1,2,...,mandr =1,2,...,n.

Cov(Xi[r:n]7Xi[s:n]) — CO'U(E(XZ'I l Yy = Y(r))7E( il | Y1 = Y'(a))) (35)
t=1,2,... . mandr #£s,7r,s=1,2,...,n.

Cov(Xi[r:n]’Xj[s:n]) — E(CO’U( il I Y, = Y("')’ j1 | Y = Yv(")))
+ CO'U(E(X“ l Yl Y'(r ) (le I Yl — Y(s)))(36)
i#4,4,j=1,2,...,mand r,s = 1,2,...,n.



Concomitants of Order Statistics 259

(3.3), (3.4) and (3.5) are obtained by Yang(1977). By above facts, we can
extend the results of Song et al.(1992) to multivariate normal variate easily.
And it can be shown that Song(1993)’s treatment on the sum of Gamma
variates is only a special case.

Song et al.(1992) mentioned that (3.6)’s result applied to estimate the
exceedence probability of extreme lake levels in hydrology.

Theorem 2. Suppose X be distributed by N,,, (1, ) (i.e. multivariate normal
distribution with mean vector, x and variance-covariance matrix, ¥ ). Let

Y =¥7,a;X;, a linear combination of X1, Xs, ..., X, with | a; |> 0, for at
least one of i = 1,2,...,m. Then,
(a:0? + Y14 0100)
E(Xipn) = e E(Z(,) (3.7)

\/Zz 1afol + 2300, Yk @10k0uk

i=1,2,...,mand r=1,2,...,n;

(a 0'2 + 21751 alcr“)2

):’"111 Ul +2Z E{Zk a0k
t1=1,2,...,m andr:1,2,...,n;

V(X)) = 02 + (Var(Ze) - 1)) (38)

(a 02 + El;é'l. alalz)z

m
l= 1"%"1 + 2370 X%k @10k0uk
i=1,2,...,mandr £s,r,s=1,2,...,n;

Cov(Xifrin), Xifsin]) =

(Cov(Zy, Z(sy) (3.9)

(aio? + Et;ﬁ atffu)(ajff2 + Y1 @1005)
=1 a? Ut + 230 3k a0k

COU(Xi[r:n])Xj[r:n]) = Uij+ (VG,T'(Z(,.)—].)

(3.10)
i=1,2,...,mand r =1,2,...,n;

(a;0? + Zl;éz ai05:)(a; 02 + Y1z @i01;5)
moatel + 25 Y a10k0

Oov(Xi[r:n]an[s:n]) = Uij+ (CO'U(Z(,.), Z(s))_l)
(3.11)
i#4j, 4,j=12,....,mandr#s,rs=12,...,n

where Z(,) and Z,) are the rth and sth order statistics of a sample of size n
from stanadard normal variate.
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Proof. Since (X',Y) is a (m + 1)-dimensional multivariate normal variate,
it can be shown easily by above (3.3),(3.4),(3.5) and (3.6).

When X, Xs,..., X,, are independent, Song et al.(1992) obtained (3.7),
(3.8) and (3.10), without discussing about the distributions of concomitants.
They presented table of the values of correlations of X;.,; and Xjj...; for
sample size up to 12. From the table, the absolute value of the correlation

of Xi.n) and X,y is increasing for » < 7. It may be from the ordering of
VGT(Z(T)).

Corollay 1. Let X, X,,..., X,, are independent normal variates with each
p; and o?. Let Y = Y7 a;X,, where | a; |> 0. If a; and a; has same sign,
then the covariances of X;...; and Xj|,.,; are negative. And the covariance
of X;..nj and Xj(,.,; is monotone in r and s separately, decreasing r and s
separate one another.

The proof uses Remark 2 and Theorem 2.

Table 1. CO'U(Xl[r:n}’X2{8:n]) form =2
independent N (0, 1) samples of size n = 12

r\s 1 2 3 4 5 6

1 |-0.33818

2 |-0.41988 | -0.40137

3 |-0.44553 | -0.43255 | -0.42101

4 | -0.45847 | -0.44840 | -0.43940 | -0.43009

5 |-0.46646 | -0.45825 | -0.45087 | -0.44322 | -0.43469

6 |-0.47200 | -0.46511 | -0.45889 | -0.45242 | -0.44519 | -0.43688
7 | -0.47617 | -0.47207 | -0.46494 | -0.45938 | -0.45315 | -0.44580
8 1-0.47949 | -0.47439 | -0.46978 | -0.46496 | -0.45955

9 [-0.48228 | -0.47786 | -0.47386 | -0.46967

10 | -0.48475 | -0.48094 | -0.47748

11 |-0.48710 | -0.48387

12 | -0.48969

Numerical illustration is provided by the simple model, ¥ = X; + X, when
X; and X, are independent standard normal variates(Table 1). Variances
and covariances that are not included in the table can be obtained using the
identities,

Var(Z(,)) == Var(Z(n_,H))
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and
Cov(Z (), Z(5)) = Cov(Z(n-rt1)s Z(n-s+1))-

Song et al.(1992) showed that any covariance of X;j..,) and Xj..,) from
the model Y = Y7, X, is negative. And Song(1993) obtained positive de-
pendence case from some gamma random variables. However, if we consider
Theorem 2, then we can have a simple example for the positive covariance
between two concomitant variables of order statistics. Let X; and X, be
distributed by standard bivariate normal variate with correlation . Then for
the model, ¥ = X; + X,

(1+ p)
2

Cov(Xifpin), Xofpin) = p + (Var(Zy - 1).

Since Var(Z(,) < 1, p should be positive and satisfied Var(Z,)) > (-e)

P
for the positive covariance of two concomitant random variables of order
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statistics. Numerical illustrations of this fact are given in Table 2.

Table 2. Cov(Xjr.n), Xofrin)) for m = 2 of
size upto 12 from N,(0,0,1,1, p = 0.96).

=
3

1

2

3

4

5

0

0.64806

0.52828

0.41970

0.46188

0.33325

0.41858

0.28529

0.26110

0.38761

0.25399

0.22129

0.36408

0.23160

0.19533

0.18624

0.34544

0.21462

0.17675

0.16344

0.33021

0.20118

0.16265

0.14715

0.14278

0.31746

0.19023

0.15150

0.13478

0.12803

—| =
D S| ©f oo 3| o] ot | wof rof =i~

0.30658

0.18109

0.14241

0.12500

0.11685

0.11442

p—
[\

0.29716

0.17332

0.13482

0.11701

0.10800

0.10411

Futhermore, as indicated by Table 1, the variances and covariances of
Xij:n) and Xy, are negative. The question therefore arises whether for
r # s, Cov(Xy[nn), X2js:n)) can ever be positive. The answer is easily seen
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to be yes when X; and X, are distributed by standard bivariate normal
distribution with p = 0.96. Table 3 presents this fact, which all variances and
covariances of X, and Xj,., are positive value.

Table3. Cov(X|.y), Xops:n)) for m = 2 samples of
size n = 12 from N,(0,0,1, 1, p = 0.96)

1 2 3 4 5 6
0.29716
0.13703 | 0.17332
0.08675 | 0.11220 | 0.13482
0.06141 | 0.08113 | 0.09878 | 0.11701
0.04575 | 0.06183 | 0.07630 | 0.09130 | 0.10800
0.03487 | 0.04839 | 0.06058 | 0.07326 | 0.08743 | 0.10411
0.02671 | 0.03827 | 0.04872 | 0.05962 | 0.07182 | 0.08623
0.02020 | 0.03019 | 0.03923 | 0.04868 | 0.05928
0.01474 | 0.02339 | 0.03124 | 0.03945
0.00528 | 0.01736 | 0.02414
0.00528 | 0.01161
0.00021

V]

[ |
o2l 5| ©| o | o en| x| wof pof =|_~
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