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Abstract

In this paper, we propose a new evalualion methodology which can more clearly show the performance of the allophone

modeling atgorithm generally vsed in barge vocabolary speech recognition. The proposed evaluation method shows the run-

ning characteristics and himilations of the modeling algorithm by lesting how he vanation of phonelic environments of

training data alTects the recognition perlormance and (he desirable number of itee paramelers 1o be estimated. Using the

melhod, we evalualed the hidden Markoy nelwork (HMnel) gencraled by the successive state splitting (SSS) algorithm.

From the experiment results, we conclude thal, in vocabuliry-independent recognition task, the phonelic diversity of train-

ing, dala greatly adlects the robustness of model, and 1t is necessary (o develop a proper measure which cun determine Lhe

number of states compromizing the robustness and the precision of the HMnet better than the conventional modcling ef-

liciencey.

] . Introduction

In HMM-based acoustic modeling, it has boen well

known that fo appropriately compromize the degree of

precision and robustoess of cach maodel for a given 1rain-
g data is very important. When we model a triphone, il
cach triphone i~ mudeled independently rom another,
then the precision of the model would be high. but the
robusiness of the model becomes weak. This problem is
basically dependent on the amount of lraining data used
in the modeling procedvre. Another more basic problem
15 that any training dala cannol cover all phonetic envir-
onmenls which can occur in a langoage. These problems
can be solved theoretically by using infinitely hoge train-
ing data, but it is impossible v realistic sense. However,
we know (hal the acoustic characleristics of any triphone
would not be fully independent from anolher, thal s,
wauld have cerlain dependency on some phonelic envir-
onments. [n order (o apply the knowledge to the triphone
modehng, we must observe acouslic relations among all
phonetic combinations, butl this also s nol casy. As an
altermative approach. we can use a slabistical method-
ology (o ablain the relationship and to compromise be-
hween (he precision and The robustness. Several novel me-
thods Tor realizing precise and robusl iriphone madels
have been propnsed such as HMnet |1], Senone 12]. and
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Genone 3], and lhey all showed good performances.
HMnel is similar le Senone in the aspect that they have
state sharing architectures. Main difference between them
15 thal Senonc is made through a merging procedure
which is controlled mainly by acoustic characteristics ot
stales, while HMnet is generated Lhrough a splitting pro-
cedure which s controlled by both acoustic and phonetic
characteristics. On the other hand, Genone has a par-
ameler sharing archifecture only in Gaussian mixtueecs,
not in mixtore weights, and s conceptually same as Scn-
onc in (he aspecet of the merging procedure. So, Genone is
more adequale than HMnel or Senone for larger training
dala because ils architeclure consequently increases the
degree of frecdom in observation paramelers sharing con-
strainls.

Among these propertics. we especially focused on ithe
phonelic constrainls in the splilling procedure in HMnel,
caticd the 888 atgorithm. In the HMnet gencration, the
phonelic envitonments, thal is, the previous, present, and
the Tollowing phones, are considered as constraints for
state splitting. Therefore, it is importani 1o observe which
relabons the peneration procedur has with respect (o
vanalions of phonetic environments of training data. But,
until now, cvaluation of the $8S algorithm has usually
been performed only on the aspects of recognition per-
formance and the number of free paramelers to he esti-
mated. which is related to the robustness of the model [4].
So, in this paper, we observed HMnel's characleristics on

phonclic context environment variations in training data.
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By analyzing the resulls, we could more clearly under-
stand (he SSS algorithm’s behavior and ils own limi-
lation.

In section T, we brielly review the 888 algorithm, in
section [, preliminary cxperimental results for Koreun
speech 1B are described, and in seclion IV, we evaluate
the HMnet on dillerent phonelic enviconmenls of (raining
data. Laslly, in scction V| the experimental observalions

are summarjzed.

II. Brief review of $SS algorithm and HMnet

We can sce the HMnet as a nelwork configuration of
allophonic HMMs which has phonelic context depen-
dency and state sharing architecture. The HMaet is auto-
malically generaled by an unified algortthm, thal is, the
S8S algorithm, which can simultancously delermine and
estimale an optimal sct of allophonces, an oplimal state
sharing architecture, and optimal paramcters with Lhe
maximum likelihood criterion. The processing sequence
can be briclly summarized as follows. Morc details cun be
found in [I] and |4].

1. Training of an tnitial model:
As an imtial model, an HMM consisting of one state
is trained with all (raining data conlaining cvery
phone context.

2. Determination of split stale:
For cach stale, the distribution size of output prob-
ablity density is calcutated. then the slade baving the
largest distribution size will be sphit in the next siep.

3. Split of the state:
The determined stale is split into 1wo slates. At this
time, the algorithm examines two split domains, (hat
is, conlextui) domain and temporal domain. Then,
the domain which accomplishes a higher likclihood
for all the training samples is selected by comparing
the maximum Likelihood obtained through the split
on cach domain.

4. Re-estimation of thc model parameters:
The model paramcters of all states which were affec-
led by the stale split are re-estimaied. The steps from
2 to 4 are repealed until a prescribed number of

lotal states is reached.

Lh

. Change and final cstimation of ouipul probability

density dislributions.

The HMnet generated by the SSS has heen evaluated in

terms of modeling effliciency and recognition perform-

ance. Modeling cfficiency is lhe ratio of the tolal number
of stales, needed 10 represent all the allophone models
withoul any slate sharing, (o thit in the obtained HMnet
itself. Therclore, the modeling elficiency measures the de-
gree of slate sharing, or the stalistical robustness, of the
HMnct for the given traiming data and the stale number

of the obtained HMnet,

. Preliminary experiment for the SSS
algorithm with Korean speech data

. Speech DB and experiment conditions

The speech data Tor our prefiminary experimenl were
Korcan words which were collecled lor (he hotel reser-
vation lask. The vocabulary consists of 244 words inciud-
ing some connecled digits. 26 English atphabels, months,
weeks, duale names, and so on. Total 40 male speakers
spoke lhe 244 words once. The whole words are proved
o include all Korean distinct phones excepl only one
phone. Consequently, m our dala 39 distinel phanes in-
cluding ¢ne sifence umit exisl.

Originally, the speech dala were digitized al 16 kHz
sampling ratc. Bul, in order to keep consislency wilh con-
ventional acoustic analysis method, we dowunsampled the
data al 12 kHz. Then, the 12 kHz dala were processed as

tollows.

* 20 msec Hamming window

* 5 msee window shift rate

* 34 dimensional fealure veclor by LPC-based analysis
log power, 16 order cepstrum, della log power, 16

order delta cepstrum

2. Automatic segmentation into phone urit by Viterbi
alignment
[n order Lo effectively use the SSS algorithm, phone
unil samples are required, but onginal word data do nol
have any phone boundiry infonmation, So we segmented
the data by Viterbi alignment with 39 contextl-indepen-
dent phone models which were lrained by concalenalive
trining method for all 40 speaker’s data. The speaker-in-
dependent and conlext-independent phone models were

trzuned under the conditions as follows.
* Model topology: 4 stale simple lefi-to-right HMM.
« Qutput probability distribution al each stale:$ mix-

ture Gaussian, diagonal covariance matrix.

Alter Ltruning, alt the data for training were segmented
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into the corresponding phone unils by Viterbi alignment.
We used the SSS-ToolKit{Ver 3.0) in all procedures.

3. Context-dependent phone modeling by $SS

AL first, we observed the running characleristics of (he
S§SS algorithm with Korean speech DB to confirm the
ability of the algorithm. In training mode, we used 10
speakers’ dala among the aulomalically segmented dala.
The training word data include 21 268 phones in lotal.
Also, we used other 2 speakers’ data as lest data sel, in-
cluding 4,256 phones. For the 58S algorithm’s parameter
selling, basically default values ol the algonthm were ulil-
ized, for example, consideration of onty single left and
right phone conlext, maximum 4 state sphitting in (em-
poral domuin, one mixture Gaussian oulput distribution
with diagonal covariance matrix at cach state in determi-
nalion of HMnet topology, and so on. And, we set the
maximum oumber of slales o 500, and in tioal re-csti-
mation of model paramelters, each model was trained for
the mixture number 1. 3, and 5. respestively.

Firstly, we investipated various phonetic characlenstics
of current traiming data in order to use them as references
of obscrvalions followed. Table | shows sample number
of cach phone in training data, and Table 2 shows phone
perplexily, number of distinct triphones, and triphone en-
tropy. Nex(, in tratming procedure using S8S, we observed
various characteristics on the variation of stale numbers

of the HMnet as follows.

» Number of allophones (sce Fig. 1}

= Allophonc enlropy (sce Fig. 2)

« Modeling efficiency (see Fig. 3}

» Mutual information between allophone models and

training data {scc Fig. 4)

Where allophone entropy was compuled wilh number
of (rainimg samples vsed in the parameler estimation of
the corresponding allophone madel, and muival infos-
mation was obtained using the following equation so as

o estimate discriminalive power of each model {5].

Hom, yY=log P(yIm) —log & P(xlm’) P(m'), (1)
where # is an allophone model in the HMnet corre-
sponding 1o the phone speech dala, y. Therefore, this
value is closcly related 1o the recognition rale for the
traming data.

In Fig. | and 2, we can see Lthat, even though the num-

ber of allophones are abruptly varied, the allophone en-
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lropy monalonousty increases. This means the 888 algor-
ithm ruos so as to distribule samples uniformly (0 each
allophone madel. In the modeling efficiency curve of Fig.

3, the increased ares means that the states are split ma-



HMnel Evaluation for Phonetic Environment Variattons of Training Dala in Speech Recognilion

Table 1. Number of each phone in training data {10 spcakers).

__Category Index Phone Samples
[ a 1299

2 v 00

3 ] 1499

Vowel : ; {’;g

6 c 230

7 u 360

__________ |8 \ 2818
L 9 y 580
Semivowel 10 w 210
11 e 200

12 Y 90

13 gs 150

14 K 140

. 15 k 130
Consonant | 16 d ! 80
17 dv : 190

18 ds 10

19 T 10

20 L | 1o

__Category | Index | Phone | . Samples

2 b 9

22 by 430

23 bs 569

24 P 0

28 P 360

26 5 1448

27 S 440

28 ] 50

29 iv Y0

Consonanl 0 C 0
3 < 209

2 h 819

33 n 340

34 ns 170

35 r 300

36 | 1249

37 m 1o

¥ ms 470

o 19 ng 40
Silence 40 4R78

31!

Tabte 2. Phonelic characteristics in Lraining data (10 speakers).

e . . Promeperplexity | 30
. Number of distinct triphones | 472
Triphone entropy 7.6

inly in contextual domain, on the other hand, the decre-
ased area mcans that the statcs are split mainly in tem-
poral domain. From this resull, we can say that il s ap-
propriale to decide the number of slates at between 3N
and 350 as a proper compromization of the precision and
the robustness for this task domain In the mutual infor-
mation curve of Fig. 4, we can sec Lhat, as the mixture
number of outpul probabilily distribution at each state
increases and the number of slates increascs, the mutual
information also increases. That means the number of
(ree parameters are related (o the precision of the model
and this is also consisienl with the result of the phone

recognition for training data.

4. Result and discussion of speaker-independent ph-
one recognition

In order 1o evaluate the perfosmance of the atlophone
models in the HMnct gencrated by SSS, we used other 2
speakers’ data with the same vocabulary as training dala.
The speaker-independent test results are shown in Fig. §.
From the figure, we can sec thal il is appropriate 1o de-
cide the number of state to 250 at mixlure number 5, 430
at mixture number 3, and 500 at mixture number 1. Buol,
in the previous section, we asserted that it would be ap-

propriate ta decidc the number of states between 300 and

350 froam the modeling efficiency carve, This is not in har-
mouy with the results from the recogaition test, I moans
to decide approprialely the number of states by referring
only to the modcling cfficiency curve is not casy. There-
fore, il is necessary lo develop a proper measure which
can guarantec the number of states with the balanced pre-

cision and robustness of the HMncl in a given condition.
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Figure 5. Phone recognition accuracy lor lest dala.

V. Evaluation for phonetic environment
variations of training data

1. Evaluation sets

In order o sce lhe characteristics of the HMnel with
the variation of phonetic envitonment of raining data, it
15 necessary to extract several cvaluation sets having dif-
ferent phonelic contexts from the given data. So, we first
divided total 2,128 phoncs in 244 words inlo {wo data
sets, one for (raining dala and the other lor test dala, so

thal cach sct might salisly the following condilions.
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* Training  dala set must include all the distinet
phones, or 39 phones listed in Table 1.

» Dhstribution of phones in training dala set has to be
similar with that in original 244 words,

* Ratio of the amount of data between (raining scl

and Lest selis sel 10 be about 4: 1,

Therclore, the contexts of lraining dala and test data
determined by the conditions arce basically independent of
cach other. Using lhese constraints, we extracted 40 gr-
oups randomly thal cach proup consisted of training data
sel with 1.697 phones and lest dala set with 431 phones.
Then, we computed phone perplexity of training data sct
for all groups. Finally, we selected 3 groups as evaluation
sets by referring to lthe phone perplexity. The (riaiming
data sels ol the selected 3 proups are listed in Table 3. As
we can sce in Lhe {able, The phonetic variation in (he
traimng data scl is smallest Tor A among the 3 sels, on
the olher hand, the vanation in the (est dala set is largest
for A.

Table 3. l'raining dala sels.

Set |Phone perplexity | Number of distinct triphones Triphone Lnropv
A“ Tae 4 ""_-.39'2 I 74

B 4 428 ' 16

| Tar 1 ase T

2. Speaker-dependent experiment for manually se-
gented data

In order to see more accurately lhe characteristics of
the SSS algorithm for the evaluation scts, firstly we per-
formed evalvation wsing manually segmented data in a
speaker-dependent mode. The manuslly scgmenting data
were obtained by cotrecling the phone boundary inlor-
malion of the Vilerbi segmentation dala for one speaker.
Considering the amount of dala and speaker dependency,
the mixlure number for the HMnetl was sel Lo [, and the
maximum state number was himiled (o 30, The exper-
umnent results for each evaluation sct are illustrated in Fig.
6109

From these resulls, we can hind

»In Fig. 6 the larger the perplexity becomes for same
amount of training data, the more the states arc split
in conlexlual domain rather in temporal domain. S,
il resulls tn more atlophonces for complex set.

* In the modeling cfficiency curve of Fig. 7, the modet-
mg clheiency wsually becomes better as perplexily

becomes larger. This means that S§S8S runs so thal

‘The Joumal of the Acoustical Society ol Korea, Vol. 1 5. No. 4E {1996}

sharing of training data may become larger in more
complex conlext. Also, the figure shows that increas-
ing and decrcasing portion in modcling ¢fficiency rise
concenlralively. This means SSS splits the states
concentratively in contextual or lemporal domain.
*1In Fig. 8, we can see that the mutual information
increases continuously for all sets. This means that
the slate splitling causes the discriminative power of

HMnet for the training dals to be improved consisl-

ently.
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Figure 6. Number of allophones for each traning sel with manu-
ally segmenled data (I speaker).

Soele . | R
R

ST b
g Er

Figure 7. Modeling efficiency for cach training sel with mann-
ally scgmented data (1 speaker),

Figure 8. Mutual information between allophone models and (r-
aming dala with manunally segmented dala (1 speaker).
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* But, for the test data in Fig. 9, the diversity in train-
ing data greatly affects the discriminative power for
test data. From this, we can know lhal, when the
contexts of training data and test data are indepen-
dent from cach olher, the diversity of (raining data

becomes an important factor which affects the model

perlormance.
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Figure 9. Phone recognition accuracy for fest dala with manu-
ally scgmented dala (1 speaker).

3. Speaker-dependent experiment for autormatically
segmented data
To compare the results for manuoally segmented data
with thosc for aulomatically segmented data, we performed
a speaker-dependent experiment on the same conditions
as in the previous section, using 1he automalically sep-
mented data of the same speaker. The results are illu-
strated in Fig. {0 to 13 From Lhe figures., we can sce the

followings:

* From Lhe comparison ol the mutual information
curves for the manual and aulomatic seaments, we
can confirm that the HMnel generated with manuad
segments is more robust thao thal with automatic
scgments as we expocied.

¢ Therefore, lo obtain a more reliablc HMnel with
automatic segments, it would be better to increase
the perplexity, or the diversily of training data and
to decrease the number of state in the HMnct.

e The performance of the HMnet is entirely helter for

manual segments, but the fundamental trend of

Table 4. Tesl dala sets for speaker-independent experiment.

evaluation resulls with two segmentalion methods re-

nrins similar.

With these observations, nextly we performed speaker-

independent evaluation using the automaltic sepments.
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Figure 10. Numbcer of allophones for cach training set wath -
lomanically segmented dada (1 speaker).

Figure 11. Modcling ctliciency for cach training set with auto-

aticatly segmenled data {1 speaker).

Figure 12. Mulual infornmation between allophone models and
traiming dala with automaticully segmented data (1

speaker).

_ Test sel " Condilion
peaker. contexl-open

Speaker-independent. context-open

Speaker-independent, cnnlexl-clos};{-i_“ .
Speaker-independent. conlextl-mixed {S1-CC +5[-CO)

Amountof data
3,879 phones (9 speakers)

394 phones (2 speakers)

256 phones (2 speakers)

) 86.2. phones (2 speikers)
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Camw: of NEATee

Figure 13. Phone recognilion aceuracy for lest dala with auto-
mabcally segmented data {1 speaker).

4. Speaker-independent experiment for automatically
segmented data

Finally, we looked at the iHMnel characteristics 1o spea-
ker-independent case for Lhe phonelic environment variat-
ions of training data. In he training with cach evaluation
data sel, the automatically segmented phone dala ol 9
speakers were utilized. Each (raining data sel consists of
15,273 phones in tolal. The mixture number in the HMncl
was set 1o 3 to rellect the speaker-independency, and the
maximum stale number was sel to 300, Fig. 14 to 16
show number of allophone, modeling elficiency, and mu-

tual information, respectively for cach (raining data sct.
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350 et A
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100 + Set €
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32 100 150 s 198 kL ]
Numoer of statas
Figure 14. Number of allophones for cach training sel with mu-
ltiple speaker data (9 speakers).

c
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Figure 15. Modeling efficicncy for cach traiming sel with mul-

liple speaker dala {9 speakers).
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Figure 16. Mulual information between aliophone modcls and
training data with multiple speaker data {9 speakers).

In phone recognition test, we performed cxperiments
for S cuses which were listed in Table 4. In the table, mulli-
speaker case means the case that the speakers included in
the test dala set are same as those in the training data sel.
2 speakers used in speukcr-indcpcndcnl casc arc other
speakers who are nol included ia the training data. Also.
contexi-closed case means the case that the phonctic en-
vironment in the lest data s same as that in the training
data. and the test dala in context-open case are the re-
anuning dala excluding ciach training sct from the enlire
phones m 244 words. Conlextl-mixed casc means thal the
lest data include the entice phones in 244 words.

From the results of our recognition fest illustrated in

Fig. 17 to 20, we can say the followings:

» In Lhe conlext-open case, the perplexity of the tran-
g data greatly alfecls the recognition performance
ol the lest data. This is due 10 the following two re-
asons. One is, as the corrclation hetween the pho-
nelic contexts in the leaining dala and the tesl data
becomes weak, the diversity of training data hecomes
wmportanl. The other 1s, current speech data are too
small and considered ¢ be biased, so the perplexity
of conlext-open dala, or lest data, depends on the

traming dala.

In the contexi-closed case, the performance variation
by the training dala sct 1s neghgible, but the recog-
niion performance 15 greally improved by increasing
the nember of states. or the number of altophones.
QOn (he olher hand, increasing the number ol slates
in Lhe context-open case alfecls the performance
little. This means that in context-open case the ro-
bustness of the model is more mmportant than the

precision.

In the speaker-independent case, the performance of
conlext-closed case was worse than that of context-

open case. [ mightl occur because ol Lhe characl-
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eristics of our current dala.

Figure 17. Phone rccognition aceuracy for multi-speaker, con-

text-open data (9 speakers).

100 —
35
- 30
:
3 e o o
Yol B e
- e EE T T T
i sl /::; .
: F- Rt
:oer ¥
3 I
; ¥
£ 10 b =iy B
f
55 | ’
5
0 i L
) J 9 130 )

Husiee st sTanok

Figure 18. Phone recognition accuracy for speaker-independent,

vontex-closed dala {2 speakers).
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Figure 19. Phone recognition accuracy for speaker-independent,

conlext-mixed data (2 speakers).
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Figure 20. Phone recognilion accuracy for speaker-independent,

contexl-open data (2 speakers?.

V. Conclusions

In this paper, we have experimented how the variation
of phonctic environments of fIraining data affects the
HMnet generated by ihe SSS algorithm. From the exper-

iment resulls, we say the followings:

¢ [n context-open (or vocubulary-independent} recog-
nition task, phonetic diversity of training data and
improvement of robusiness through a proper sharing
in model pusamelers greatly alfecl on the reliability

ol the system.

In training procedure of the HMnel, 1l 1s necessary
to develop a proper measure which can determine
the number of states compromizing the robustness
und the precision ol the HMnet hetter than the con-

venlional modceling efficiency.

[t s necessary to develop 2 method which can utilize
direclly speaker-independent data in determinalion
of the HMnel (opology. Some methods such as 3-do-
main 8SS (3D-S8S) and speaker parallel SSS (SP-
$8S) [6] have been proposed, but the performance is
nol so good because those methods basically have loo
much freedom in slate sphitling on lemporal, contex-

tual, and speaker domains,
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