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Abstract

In this paper, a two-stage recognition approach bused on crror patlern hypotheses is proposed 1o reduce errors of a con-

nccted digit recognizer. In the approach, a conventional recognizer is first uscd to produce N-best candidate strings, and

then crror patterns arc hypothesized by cxamining the candidate strings. For substitution error pattern hypothescs,

error-paltern-dependent classifiers having more discriminative power (han the first-stage classifier are used:.and for inser-

tion and dclelion errors, word duration and energy contour information arc exploited to discriminate confusing pairs.

Simulation resulls showed that the proposed approach achieves 15% decrease in word error rate for speaker-independent

Korcan connected digit recognition when a hidder, Markov model-based recognizer is used llor the first-stage classifier,

1. Introduction

Recently many specch recognition systems have used
hybrid approaches such as hidden Markov modecls
{(HMM's) combined with neural nctworks and two-stage
recognition strategies to improve recognition accuracies.
In particular, the two-stage approach has often been
adopted to improve the performance of isolated word
recognizers based on dynamic time warping {1} and
HMM'’s [2, 3]. In the iwo-stage approach, the firsi-stage
classifier performs coarse classification of input patterns
and generates several candidates, and then the sccond-stage
classilier pedforms detailed classification by using more
sophisticaled recognizers or using new fcatures discrimi-
naling the candidales better. Some systems combine
likclihoods of the two classifiers using different weights
on cach staic 1o cnhance recognition accuracies [urther.

Examining our preliminary experimental results on fre-
quent error palterns in a Korean connected digit rccognizer
based on HMM’s, we have found that a small number of
crror pallerns contribute to most recognition errors. This
phenomenon is common in connected digit recognizers,
regardless of languages. To reduce errors in suck a situ-
ation, we exlend the two-stage approach to connecled
digit recognition and propose to use a new classifier for
each error patiern lo discriminate frequently confusing

word pairs. The new classifier is designed to have more
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discrimination power by estimaling ils paramelers using
the speech segments thal have generaled the correspond-
ing ercor pat lern. Different features are used for dilferent
error pallern lypes(substitulion, inserlion, or deletion ervor

palterns).

Il. A Two-stage Recognition Approach
Based on Error Pattern Hypotheses

A block diagram of Lhe (wo-stage recognition system
based on error pattern hypothcses using the N-best para-
digm (4] is shown in Fig. 1. The ftrst-slage recognizer
produces N-best candidate strings, and an crror pattern
hypoth-csizer generales possible error patterns by examining
the N-best candidate strings. in an error-pattern-dependent
second-stage classifier, the likelihood of each candidate
pattern is calculated and combined with the likelihood in
the firsi-stage classifier. Finally, a candidate string having
the largest liketihood is chosen as a final recognition

result.

2.1 Error pattern hypothesizer

In the training mode, we find error patterns belween
the correct and the recognized strings and estimale
parameters of the second-stage classifier for cach crror
pattern. In the recognilion mode, we calculaled the error
patterns between the best candidate and the N-th (¥ = 2}
best strings.

While word-level string matching using the dynamic

programming technique [5] gencrally produces correct
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Figure [ A two-stage recognition syslem.

numbers of substitution, inscrtion, and deletion crrors in
calculaling recognition accuracics, it can not identify error
pattern types when iasertion or deletion crrors have
occurred. For example, when “a b ¢” is recognized as “a
c”, there can be three possible error patlerns according to
scgmentation information. That is, the speech scgment a
b” can be misrccognized us the segment “2”, “b ¢
misrccognized as “c”, or "a b c” misrecognized as “a c”.
The segmentalion information for the candidale strings
oblained in the lirst-stage recognizer is exploited ol ident-
ily the error pattern among possible patlerns.

To find the error patlern hypothescs, we assume that a
string composed of arrays of word identifications (D).
scgment-start and scgment-and points. The procedure is
as [ollows. Conventional word-level string malching
between two strings is perfermed. Then, null segmentls are
inserted in the appropriate posilions o have lhe same
number ol segmenis 10 the two strings. For each segment
of a string, the word 1D of the segmeni is compared with
the string-matched word 1D of the segment of the other
stoing. if they are different, segments whose starting
points are stmilar within the tlolerance range, 7., in the
backward direction and segments whose and poinls are
simitar in the forward disrection are scarched. Next, word
1D's of the segmenls between the start and end points in
the correct string and the recognized string are concatcnated.
Then, the concatenaled word 1D’s constitute an ¢rror pat-
tern. Deletion error patteras related with monophonemic
digits are always hypothesized in the recognition mode.

The overall error pattern hypothesizing algorithm is as

follows.

typedef struct |
w( }:array of word ID's of scgments
Start ():array of start points of segments
end ():array of end points of segments

} StringType

procedure Err Pat Hypothesizey (String Type S, String Type T,
Error Pattern List EP)
petform word-level string malching between S and T

for z = to number of segments in §
if $. w(z) is a monophonemic word
and hypothesizer is in recognilion mode
P=S wii)
add PP— P 1o EP
ese if . w(@) # T. w()
b=i
while |S. stare (B) =T start (b} )T
or S wi(b)=null or T. w(b)=null
b=b—-1
ond
e=1
while |S. end (e} —T. end{e}{)T
or S. w(e)=nwil or T. wie) = nuil
e=e+ |
end
P = Concatenation of S. () .. S. w{e) excluding ned!
@ = Concatenation of T. w(d}.. 7. w{e) excluding nzd{
add P—>Q lo EP
endif
end
retum £

end Err Pat Hypothesizer

2.2 Error-pattern -dependent classifier

Error-pattern-dependent  discriminative  classifiers are
used in the second stage. They may be discriminatively
traincd HMM -based recognizers or neuarl nelworks such
as multitayer perceplrons, which are known to have high
discrim ination power. In the training mode, parameters
of the second-siage classifier for an crror patlern is
estimated based on specch segments that have gencrated

the error paitern. In the recognition mode, the classificr
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calculates likelihoods of N-best candidate sicing using Lhe
classificr parameters for the error patlern hypotheses
obtained between the best candidiale and the N-th (¥ =
2) best strings.

The feastures used in the second-stage classiticrs may
be the same as or dilTerent from thosc used in the
first-stage classilier according to error paltera types. In
particular, for insertion and dclction crrors, duration and
energy information in addition to spectral features are
uselul as the features. In this paper, for substilution error
patterns, the same fcatures and classifier parameters
cstimated by the generalized probabilistic descent (GPD)
mcthod are used:and for insertion and deletion error
patlerns, word cduration and encrgy contour are used as
the features. These fcatures have been shown to reduce
scgmentation errors in bolh trawning and recognition

phascs |6].

2.3 Word duration and energy contour modeling

A word duration is modeled by a string-boundary-
dependent Gaussian distribution. String-boundary depen-
dency means that word durations at the start and end of
a string are modeled separately. To discnminate between
two hypothesized word clusters that have generated inser-
tion or delction errors, a word-cluster duration is also
modeled by a string-boundary-dependent Gaussian distri-
bution.

Encrgy contowr information is rcpresented by valley
depth of a segment computed as arcas between energy
contour and its convex hull {the region A in Fig. 2) and
is modeled by a Gaussian distribution. By assuming that
points on the frame energy contour, segment boundaries

and the frame axis corresponding lo a segment consliluic

{dB)

frame energy
\3\’\\\
N

a sel of points, the convex hull of the segment can be
oblatned by @ well-known method such as the package-
wrapping mclhod 7. The deeper valley has the energy
conlour, the more likely the corresponding speech sep-
menl consisls of lwo words. This feature is useful in
reducing deletion eerors in monophonemic digits, decause
energy-normalized spectral characteristics ol two consecu-
tive wllerances of a monophonemic digil are nearly the
same as lhose of one ulicrance while frame energics
change as lime elapses (e.g.. the cases where “o o7 s
misrccognized as “o”, or i i” misrecognized us "i" in

Korean connecled digit recognizers),

ll. Task and Database

To investigale the pesformance of the proposed
approach in specch recognition, Lhe speech malenal used
i Lhis experiment was a Korean connected digit database
produced by t40 speakers (90 males and 50 females) in a
guicl room. Each speaker pronounced 40 digit stnngs
which varied from three lo seven digils and  (hen
crroncous utllerances were discarded by histiening. Words
from 93 spcakers (60 males and 32 females) were used as
training dala, and those lrom the other 47 as lest data.
The speech signal was sampled al {6 kHz and segmented
inlo 30 msee frames with cach frame advancing cvery 10
msce. Fach frame was parameterized by a 26-dimensional
feature veclor consisting of (1) 12 kincar predictive coding
(LPC) derived liftered cepstral coelTicicnts and cnergy and
{2} their corresponding time derivalives.

All Korean digits arc monasyllabic.  These  are
transcribed in Table . Table 2 shows our preliminary

experimental resulls on frequenl crror patterns m a

- energy contour
for segment n

——— convex hull
of energy contour
for segment n

segment
indax

frame
n+l

Figure 2. An encrgy contour-based feature.
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Korcan connecled digit recognizer. In Table 2, 10 of 170
crror palterns contribute about 40% of 1ola) errors in
case of an HMM recognizer trained by (he maximum
likclthood criterion. This fuct justifics using error-pattern-

dependent classifiers in connected digit recognition.

Table 1. 11 Korcan digits used in experimeats

6 T8 |9

yuk |chil | pal | ku [ yeong [kong

ML training,

il<-—i (67 i1 {37}
a<«—=>ku (3%) o< rku{dd)
ne— (3 ite—1(32)

sam <— sa (2¥) o 2o (X))

ku > kong {16)
Kuoe—sku(ll)
clil i« =1l 1)1}

kwao< »ku(l)
ku<— kong (19)
i< =il (9
oo <—= o {19
chil<—chil 11 (13)
yeong < i yeong (11)

yuk o< = yuk ko (10)

yuk € -2 yeong (9)
il (%) _I

Note: “a” <= “h” {¢) denoles a substitution error paltern and

“a"— "h7 {c} denoles an insertion or delelion erspr pallern

occurnng ¢ limes.

IV. Simulation Results

In the lirst-stage classifier, each digit was modcley by a
Y-stale leli-to-right HMM  without skip transitions.
Observation densities were modcled by mixture Gavssian
pdl’s with the number of mixtures for each state virying,
from | to 4. Two kinds of the first-slage classilier were
trained and (ested uvsing the maximnm fhikelibood esti-
mation {(MLE) and GPD mcthods. We generated 3 candi-
date strings with the unknown length decoding constraind
using a frame-synchronous scarch algorithm {8]. For sub-
stitution crrors, we used sccond-stage classifiers with
HMM structures and features the same as the firsl-stage
clagsificr and cstimaled their paramelers by the GPD
mcthod. The difference [rom the first-slage classificr is
that only the speech segments having penerated an error
pallern arc used to estimale paramelers of  the
sccond-slage classifier for the error pallern. For inscrtion
and deletion crrors, word durations and encrgy conlour
for a scgment were modeled by Giussian distributions.
The caergy component below | kHz was used lor cnerpy

contour modeling. The tolerance range in lhe error pal-
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tern hvpothesizer was sel lo 3 [rames. The likelihoods of
the two classificrs were combined with equal weighting.
Thress kinds of cxperiments were performed 1o justify
the proposed lwo-stage approach. In Exp?riment A, the
second-stage classifiers were used to reduce only subst-
tution crrors;in Experiment B 1o reduce only insertion
and deletion ersors:and in Experiment C to remove al
three lypes of crrors. In all cexperiments, only crror
patlerns within 20 most frequent ones were hypothesized.
Tables 3 and 4 show rccognition resulls when the
HMM-based lirst-slage classifier was trained by the MLE
and GPD sethods, respeclively. The recopmition accuracies
of the baseline systems were oblained wilhoul using the
sceond-slage classitieres. The values in the parentheses
indicate string accuracy. Stmulation resubts show that the
proposed  approach consistenlly improves  recognition
accuracies with dbilfesent training methods and HMM
parameters. The  proposed  approach  achicves  15%
decrenase in word error rale when an MLE-trained
recognizer with 4 mixtures ts used {or lhe [irst-stage
classifier. Decrease in crror rates ol a syslem with the
MLE-trained HMM recognizer used as the [lirst-slage
classilicr is larger than thal of the GPD-trained system
and it is moslly due to the decrease in subslitution crrors.
This is because most substilution errors were cflectively
removed by virlue of the discriminative naturc of the

GPD-trained HMM recogmzer,

Table 3. Word and string accuracies (%) when an MLE-
trained HMM  recognizer is used as (he first-slage

classilier.

Number ol'| Rascline —[ Expernimenl | Experiment | Experiment

mixturees system \ A B C

93.11{70.91)

| Y2IA6709) | D2.70169.23) | 92.53(68.83)

2 92.25(67.61) | 93.10¢70.73) | 92.63(68.19) | 93.63(73.11}

q 317085 |'~)Z¥.R(I(7].23) 93.47(72.24) | 94.17(74.96)

Nole : The number in parcnthesis indicales slring accuracy.

V. Conclusions

In this paper, a lwo-slage recognilion approach hased
on crror patlern hypotheses was proposed 1o reduce
errors of a connecled digil recognizer. In the approach, a
coaventionsl HMM-based recognizer was first used 10
produce N-best candidale strings, and then error patlerns
were  hypolbesized by examining the candidate strings.
For substilution crror patiern hypotheses, a new classifier

having more  discoiminative  power  than the first-stage
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classifier was used for cach error pattem. For insertion
and deletion crrors, word-cluster durations and vallcy
depth in cnergy contour of a scgment have heen modeled
by Gausstan distributions to discriminate confusing pairs.
Simulation resulls showed that the proposed approach
achieves 15% decrcase in word crror rate for speaker-in-
dependent Korean connected digil recognition when an

HMM-bascd recognizer is used as the first-stage classificr.

Table 4. Word and string accuracies (%) when a GPD-truned
HMM recognizer ts used as the first-stage classidicr.

Number of | Baseline | Experimenl | Experiment | Experiment

mixlures system A B C
| 93.99474.03) | 94.20(74.78) | 94.44(76.17) | 94 66176.92)
2 94.79(76.92) | 94.91(77.39) | Y5.20{78.48) | ¥5.3:79.12)

4 95.11{78.31) | 95.20(78.77) | 95.44(79.76) | Y5.55(80.28}

Note : The number tn parenthesis indicales siring accuracy.
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