
29

Automatic Categorization of Clusters in Unsupervised Classification

Dong Keun Jeon*,  Sun Pyo Hong*

* Junior College of Inchon, Department of Control & In­
strument Engineering
Manuscript Received: September 29, 1995.

ABSTRACT

A categorization method for cluster is necessary when an unsupervised classfication is used for re­
mote sensing image classification. It Is desirable that this method is performed automatically, because 
manual categorization is a highly time consuming process.

In this paper, several automatic determina벼on methods were proposed and evaluated.
They are four methods.
a) maximum number method: which assigns the target 기lister to the category which occupies the 

largest area of that cluster
b) maximum percentage method: which assigns the target 이uster to the category which shows the 

maximum percentage within the category in that cluster.
c) minimun distance method: which assigns the target cluster to the category having minmum dis­

tance with that 이uster
d) element ratio matching method: which assigns local regions to the category having the most similar 

element ratio of that region
From the results of the ejqjeriments, it was certified that the result of minimum distance method was 

almost the same as the result made by a human operator.

I ・ Introdution

With the launch of second generation high resol­

ution sensors like LANDS AT TM and SPOT HRV, 

clustering method has been revaluated recently. How­

ever, the main problem of clustering for practical use 

is that clustering is unsupervised classification. That 

is, clusters generated by clustering are defined in fu­

ture vector space, not in image data. Therefore, in 

order to use the classified result for a meaningful ref­

erence map, it is necessary to determine the relation 

of clusters and categories and to label the classified 

result with the categories.

Conventionally, this relation has been determined 

interpretation by an operator. However, this is time 

comsuming and is not objective.

The propose of this research is to try several me­

thods of automatic categorization and find out the 

most useful method. In this paper, four methods have 

been examined.

II. PROBLEM OF CONVENTIONALY METHOD

In this method, each classified cluster is overlaid 

with the target image data on the display, and that 

cluster is interpreted by an operator to determine the 

category, therefore, it can be thought that the ob­

tained result is natural and reliable.

However, since everything is determined by an op­

erator in this method, there are many problems as 

follows.

(1) the result depends on the skill of an operator

(2) Objective and quantitative evaluation is diffi­

cult.

(3) It is time consuming when the number of clus­

ter is large or there are many small cluster.

DI. AUTOMATIC CATEGORIZATION METHOD

To solve above the problem, several automatic cate­

gorization methods are considered as follows. In all 

methods, training category areas(TCA) are first ex­

tracted from the target image similar to supervised 

trainings.
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(1) Maximun number method

In this method, the number of pixels in each TCA 

for each category is calculated. Then, the category 

having the maximum number is assigned that cluster.

(2) Maximum percentage method

In this method, for each cluster, the percentage 

(occupation rate) of that cluster in each TCA is cal­

culated. Then the category having the maximum per^ 

centage is assigned to that cluster. Fig. 1 shows a 

comparison of these two methods in a simple case. 

Suppose that cluster K is composed of three cate­

gories A, B and C. As shown in Fig. 1(a), category A 

occupies the largest area in cluster K and C occupies 

the minimum area. In the maximum number method, 

cluster K is always assigned to category A. How­

ever, this figure does not show the difference of 

areas of each category. Fig. 1(b) shows the case that 

the total area of each category is the same and (c) 

shows the case that the total area of each category is 

different. As shown from this figure, categories 

which occupy small areas in the image tends to be 

neglected in the maximum number method. On the 

contrary, small area categories are treated favorably 

in the maxmum percentage as shown in Fig. 1.

(3) Minimum Distance Method

In this method, first, TCA is overlaid with the tar­

get image and the centroid of each category is calcul­

ated. Secondly, the distance between each category 

and each cluster is calculated. Then the category 

having the minimum distance is assigned to that clu­

ster. For the distance, Euclidian distance was used in 

this experiment.

(4) Element Ratio Matching Method

In this method, based on the idea that the category 

can be represented by the set of clusters, the 

lation of categories and cluster is determined by the 

ratio of clusters which compose a category. For de­

fining the element ratio, area is necessary. There­

fore, the process is performed by local region as fol­

lows.

At first, TCA is overlaid with the result of cluster­

ing, which is classified by the clusters, and the el­

ement ratio of each category is calculated. Secondly, 

for each local region that is fixed on the result of 

clustering, element ratio is calculated and matched 

with the element ratio of each category precalcul­

ated. Then the category having the most similar el­

ement ratio of concerned region assigned to that re­

gion.

IV. EXPERIMENTS AND RESULT

4.1 FLOW OFEXPE이어ENTS
In order to evaluate the proposed methods describ­

ed in section 3, following LAND-SAT TM data was 

used in the experiment. Sum-Jin River basin was 

sheeted for target area to perform the quantitative 

evaluation. -

sensor: LANDSAT TM

Fig 1. Cluster and Categories
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date : Nov. 4, 1994

path-row : 107-35

area : sum-jin basin in Korea

pixel size : 25 m x 25 m

image size : 512 x 480 pixels

At first, clusters were generated by a hierarchical 

clustering using Ward method. Since the image data 

in remote sensing is very large, usually clustering is 

performed with sampled date. In this experiment, 

2500 samples (about 1% of entire image deta) were 

used to generate 66 clusters. Based on the 66 clusters, 

the target image data was class迁ied by a maximum 

likelihood method. Secondly, representative area of 

each category in the target image (training category 

area) was selected. 14 categories was selected as 

shown in Table 1. In the table 1, element ratio mat­

ching method could not show because classification 

class was correspond with multi-category. Finally, 

the relations of clusters with categories were deter­

mined by 4 methods described in section 3.

To evaluate quantitatively, classification accuracy 

was estimated based on the test site area. The classi­

fication accuracy was calculated over 5 major cate­

gories as shown in table 1 to adjust the selected 14 

categories in target image to 44 test site categories.

4.2 Results of Experiments

(1) Maximum Number Method

Fig. 2 shows the result by this method and table 2 

shows the classification accuracy estimated with the 

test site date. As expected, this result shows the 

tendency that clusters were labeled with the cate­

gories having large area such as urban.

(2) maximum Percentage Method

Fig. 3 shows the result by this method and table 2 

shows the classification accuracy estimated with the 

test site area. As expected, this result shows the 

tendency that clusters were labeled with the cate­

gories having small area such as other.

(3) Minimum Distance Method

Fig. 4 shows the result by this method and table 2 

shows the classification accuracy estimated with the 

test site area. This result is very similar to the re­

Table 1. Categories and Clusters
categories clusters

Dist.Major selected category test site category Supervised Number Percent.
TREE coniferous tree coniferous tree 3 ―厂― 5 4

broad leaved tree broad leaved tree 9 4 4 3
mixed tree mixed tree 4 3 5 7
shadow bamboo orchrd 2 2 2 2

PADDY paddy paddy 10 11 10 8
URBAN city area concrete, factory, 6 一" 2 3

house area building, railway, 6 11 13 11
factory house, urban, etc 7 8 8 7

WATER sea sea, river, 2 2 2 2
river pool, pond 1 1 1 2

OTHER farm farm, vinyl house, 1 6 6 6
grass land ground, grassland. 10 4 4 3
ground lawn, gravel sand. 5 3 3 8
sand area ordered 1 저nd, etc 0 0 1 0

5 14 44 66 66 66 66

Table 2. Classification Accuracies unit: %
CATEGORY 

(occupation Rate)
TREE 
(6.8%)

PADDY 
(9.6%)

URBAN 
(49.9%)

WATER 
(5.0%)

OTHER 
(28.7%)

Weighted 
Mean

Simple 
Mean

Max. Number 55.9 58.8 84.4 51.7 26.6 61.7 55.4
Max. Percentage 48.1 61.7 75.9 51.7 35.6 59.9 54.6
Min. Distance 47.5 48.9 85.6 67.8 32.7 63.4 55.5
Element Ratio 33.8 51.5 91.2 58.3 33.6 65.4 53.7
Superviesd 46.2 56.3 78.0 67.8 46.4 64.2 58.9
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Fig 2. Result by Maximum Number Method

suit (Fig. 6) by a human operator. In other words, a 

good result was obtained with roughly selected TCA.

(4) Element Ratio Matching Method

Fig. 5 shows the results by this method and table 2 

shows the classification accuracy estimated with the 

test site area. In this method, 5x5 sized local region 

was used.

(5) Conventional Supervised Method '

For the purpose of comparison, conventional super­

vised method was executed. In this method, clusters 

were categorized by a human operator. 66 clusters 

were labeled with 14 categories (Table 1) as shown in

Fig 3. Result by Maximum percentage Method Fig 5. Result by Element Ratio Matching

Fig 4. Result by Minimum Distance Method Fig 6. Result by Supervised Method
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Fig. 6. Table 2 shows the classification accuracy by 

this method with the test site area.

V. CONCLUSIONS

Four categorization methods for clusters were ev­

aluated by experiments using LAND-SAT TM data. 

From the results of experiments, following conclus­

ions were obtained.

(1) In the case of the maximum number method, 

the clusters are hardly labeled with the small area 

categories. On the contrary, in the case of the max- 

imun percentage method, the clusters are hardly 

labeled with large area categories. These are general 

problems for these two methods, because usually the 

area of each category is not the same.

(2) The classification accuracies (area weighted me­

an) were the hightest for the element ratio matching 

method but detail information such as river or road 

was lost as shown in the Fig. 6 because that categor­

ization was performed on each local region.

(3) The classification accuracies(sinple mean) were 

the hightest for supervised method, second, the min­

imum distance method, the lowest for the element 

ratio matching method.

(4) From the view point of practical use, the maxi­

mum number method, the maximum percentage me­

thod and the element ratio matching method are easy 

to execute because they don't need the spectral fea­

ture, but the classification accuracies(simple mean) 

of three methods are lower than of the minimum dis­

tance method.

(5) Among the methods which were evaluated, the 

minimum distance method showed best result. In the 

method, obtained result is almost the same with a 

supervised method. Theoretically, this method also 

needs less number of pixels for TCA compared to 

other 3 methods because the geometical information 

of TCA is not used.
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