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Abstract

Speech sounds were practically applied to a cochlear filter which was simulated by an electrical transmission line. 

The amplitude of the basilar membrane displacement was calculated along the length of the cochlea in temporal re­

sponse. And the envelope of the amplitude according to the length was arranged for each discrete time interval. The 

resulting time response of the speech sound was then displayed as a color image. Five vowels s나ch as a, e, i, o, u 

were applied and their results were compared. The whole procedure of the visualization method of the speech sound 

using the cochlear filter is described in detail. The filter model response to voice is visualized by passing the voice 

through the cochlear filter model.

I. Introduction

A main part of speech sound processing for voice 

recognition may be the extraction of speech sound 

characteristics. Most of research works for the 

characteristic parameter extraction of the speech 

sound have been done by means of statistical or ran­

dom signal processing techniques [1], Recently, 

spectral analysis methods that are physiologically 

based was introduced, and it was shown that audi­

tory-based signal processing could be more robust to 

noise and reverberation than alternative spectral 

analysis procedures [2]. According to Ghitza s EIM 

(Ensemble Interval Histogram) model, an input 

s이md source was 'simultaneously*  applied to a bank 

of filters that modeled the frequency selectivity at 

various points along a simulated basilar membrane 

[2]. The phase characteristics of the corresponding 

cochlear filters was minimum phase. It means his 

model ignored the phase information of the applied 

signal processing. In physiological mechanisms, the 

mechanical vibrations impinging on the oval window 

are transmitted to helicotrema through the cochlear 

fluid which causes the basilar membrane (BM) to 

vibrate at a place associated with the input acoustic 

wave frequency. Because adjacent places along the 

length of the BM vibrate in phase with the trans­

mission of the fluid, the information of the phase as 

well as the amplitude of the BM displacement are 

both transmitted to 나le brain [3, 4]. A cochlear filter 

which includes the phase processing of the signal can 

be realized by a transmission line model of the coch­

lea [5, 6, 7, 8].

The main aim of 나lis paper is to apply speech 

sounds to a cochlear filter and to show how the 

speech sound could be visualized through the 

cochlear filter. The motive of the research is to 

develop software tools for voice visualization.

II. Methods

The one-dimensional linear and active model of the 

cochlea suggested by Neely and Kim [6] is used as a 

cochlear filter. Their frequency model is transformed 

to an electrical transmission line model for time 

responses [9]. Fig. 1(a) shows the circuit diagram of 

the transmission line model. An input voltage source, 

Vo, represents the sound pressure onto the ear drum, 

and Zm represents a middle ear impedance. The 

longitudinal length of the cochlea is 2.5cm (in x axis) 

and the length is divided into 500 sections. Each 

sectional impedance, ZJx), as a function of x is 

described in detail in fig. 1(b), and their quantitative 

values are derived from the Neely and Kim's model 

(see Appendix). Each vertical impedance section is 

connected by an inductor, L” which represents the 

inductance of the cochlear fluid. Each loop current, 

IJt), is 거 variable of the cochlear model. The current
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which flows through ZJx), that is(L_i(t)」i(t)), 

represents the displacement velocity of the BM at 

its corresponding point. The dependent voltage, P】 

(t), represents the inside pressure of the outer hair 

cell (OHO, and it is proportional to the displace­

ment velocity of the OHC as follows ;

p,(t)=y*R4im") 「8 U-i(t)-

(1)

R4i and represent characteristic impedances of 

the OHC. 7 is an amplifying gain constant and the 

value of V is 1.0 for the present study. If Y is 

increased, the model becomes unstable, while smaller 

y produces less sensitivity of the BM displacement 

[6, 9]. The spatial tunning resolution of the BM 

displacement for different 7 is well published by 

Neely and Kim [6]. Extra 350 impedance sections are 

added to the end of the transmission line. It is 

because of the echos from the helicotrema. The 

expanded sections improve the spatial resolution of 

lower freqeuncies below 100Hz.

The temporal solution of the transmission line 

model for the unknown variables, L(t), is carried out 

using the Gaussian Elimination technique [10] for 

every instant time of an input signal. Computation is 

done on a PC with the Intel Pentium CPU (Clock 

speed 60MHz) using the fortran language. Speech 

sounds are used as input signal sources (Fig. 2). A 

commercially available DSP board is used for 

analog-to-digital conversion and for the data storage 

of speech sounds (Ariel DSP-96). Speech sounds are 

sampled at 44100 Hz through a 16 bit channel. Since 

the model input signal has a sampling interval of 2 

sec( =dt) at the entrance of the transmission line, 

every speech sound has to have the same time inter­

val. It is done by the curve fitting technique [11].

The amplitude of the BM displacement is integrally 

calculated along the length of the cochlea :

「(4~i(t) —Ii(T))dr (2)
J —OO

4.25cm 一.皆由

N»850

디 g 1. (a) One dimesional cochlear filter (equivalent electrical circuit model)

(b) Each section impedance, Zi, is described in detail
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And the envelope of the displacement amplitude 

for each section is kept with maximum peaks during 

one cycle of the characteristic frequency (CF) for 

each different position along the length. Since the 

CF of the base (0.0cm) corresponds to about 54429 

Hz and the CF of the apex(2.5cm) corresponds to 

about 113Hz, the following equation is derived as a 

number of enveloping constant as a function of x :

*4小十54429办 (3)

The resulting envelope of the BM displacement 

amplitude of the speech sound is then saved in a disk 

storage for every constant time interval (12*dt).  

When the discrete computation of the cochlear filter 

model is arrived at the end of each input speech
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Fig 2. (a) speech sound of 'a' is digitized, and the figure 

shows the speech waveform

(b) Every speech signal is pre-processed before it is 

delivered to the cochlear filter. 

sound data, the calculation finishes. Next, the com­

plete storage data of the envelope BM displacement 

amplitude is displayed as a color image as follows. 

The size of the complete envelope data is 500 by 

10000 in matrix. 500 is the number of sections from 

the base to the apex, and 10000 is the number of time 

interval from 0[sec] to (10000*12*dt)  [sec]. If the 

input speech sound is longer than this total interval 

time, the column number could be further increased. 

The magnitude of each element value of the matrix 

is arranged to be put between 0 to 255 by logarithmic 

scaling for each value. Regarding each element value 

as a pixel number, the envelope matiix of the BM 

displacement is directly displayed as a color image. 

Coloring of the image is arbitrarily done by changing 

R. G. B. components for each pixel. For the whole 

image, total coloring number is fixed to 256 in a 

look-up table. The computation time for each speech 

is taken about 8 hours for the 500 by 10000 image 

matrix.

ID. Results and Discussion

A vowel, is initially examined. A typical 

waveform of *a'  is shown in fig. 2(a). The speech 

sound of fig. 2(a) is pre-processed before it is 

delivered to the cochlear filter. Firstly, the total 

sound data are cut leaving only for speech waveform 

(between two arrows). Secondly, the speech 

waveform is then pre-emphasized by passing through 

a high pass filter as follows [12]；

K«)=l'“(t)-V^t-dt), where ~dt) =0 (4)

The pre-emphasis procedure is for emphasizing the 

characteristics of the vocal tract. The high pass 

filter has 6dB/octave in its gain. Thirdly, the 

pre-emphasized speech waveform is differentiated for 

convenience, because the matrix equation which 

simulates the transmission line has been differentiated 

for the temporal solution. Lastly, the pre-processed 

speech waveform is masked in its front part by mul­

tiplying with an window as described :

0.5(1 -cos((此 t)), Q<.t<. 〜쯔 (5)

a)o

This windowing is for reducing the echoes caused 

by the impulse response of the cochlear filter. Fig. 2 

(b) shows the speech waveform of 'a' passed through
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Fig 3. The amplitude of the basilar membrane displacement 

along the length of the BM in logarithmic scale The 

vertical arrow indicates the point of the apex.

the above four pre-processes.

When the speech waveform of fig. 2(b) is 

computationally processed by the cochlear filter as 

described in methods, the visualized image of the 

speech sound shows both the spectral and the tem­

poral information of the speech in two-dimension. 

Fig. 3 shows the magnitude of the BM displacement 

along the length of the BM in logarithmic scale. This 

figure is instantly captured at 36msec after input 

onset. The vertical arrow indicates the position of 

the apex (2.5cm). Fig. 4(a) shows only a part of the 

pre-processed waveform between 108msec and 120msec 

of fig. 2(b). Fig. 4(b) shows the visualized image of 

the selected waveform for the exactly same time 

interval of fig. 4(a). In fig. 4(b), its horizontal axis 

represents a time interval while the vertical axis 

corresponds to the distance of the BM from the base 

to the apex (from bottom to top). The magnitude of 

the image pixel value is increased from cold colors to 

hot colors (blue < green < yellow < red). In both fig. 4 

(a) and fig. 4(b), the quasi-periodic pattern of the 

signal waveform is well matched each other.

Fig. 5 shows the total image of the speech sound, 

la\ processed by the cochlear filter, The quasi-per- 

iodic spot of the image pattern clearly appears 

between 0.85cm and 1.275cm (equivalent to 6663Hz 

and 2331Hz respectively) in vertical axis. The magni^ 

tude of the BM displacement is kept high constantly 

above 1.4875cm (equivalent to less than 1379Hz) in 

vertical axis. It results from the quasi-periodicity of 

the speech sound waveform. These places or their 

equivalent CFs in fig. 5 could be comparatively 

understood if the instant magnitude of the BM 

displacement of fig. 3 is compared with the spectrum 

of the same speech waveform produced by the fast

Fig 4. (a) The pre-processed waveform of the speech 

sound, between 108msec and 120msec of fig. 2(b) 

(b) The visualized image of the speech sound, *a\  at 

the same time interval of (a)

fourier transformation (FFT) (fig. 6). Fig. 6(a) is 

the same as fig. 3 in its magnitude but the x-axis is 

swapped in opposite order. The left-hand side 

corresponds to the apex of which the CF is about 

100Hz, while the right-hand side is for the base of 

which the CF is about 54429Hz. Two arrows of fig. 6 

(a) indicate the corresponding places of their CFs 

respectively. Fig. 6(b) shows the spectrum of the 

same speech sound, 'a', produced by the FFT. Both
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Fig 5. The total image of the speech sound. *a', processded by the cochlear filter 

(b), (c), (d) are all connected in senes in the time axis.

04— 
apex amplitude of BM displacement base
2.55 cm 0.0 cm

디g 6. (a) The amplitute of the BM displacement Two 

arrows of (a) indicate the corresponding places of 

the CFs.

(b) The spectrum of the speech sound, la\ produced 

by 나!。FFT 

of x and y axes are in logarithmic scale, so that 나 

spectrum (b) can be directly compared with the dis­

placement magnitude (a). Two significant formants 

are expressed by fl and f2. fl and f2 are 958Hz and 

3038Hz respectively. Since the speech signal has 

these two significant formants, the magnitude of the 

BM displacement has also similar peaks around their 

corresponding CF places. The res이ution of fig. 6(b) 

is much narrower than 나lat of fig. 6(a). It is partly 

because the present cochlear filter has a moderate 

value of the amplifying gain. However, since fig. 6 

(a) is only a tempor기 magnitude, the quantitative 

comparison between fig. 6(a) and fig. 6(b) is mean­

ingless. The idea of extracting characteristic 

parameters of speech sounds in the scheme of the 

cochlear filter is based upon the pattern analysis of 

the visualized image as shown in fig. 5.

Fig. 7(a) and fig. 7(b) show speech images of two 

vow이s ; One is with medium pitch and the other is 

'a' with higher pitch. One clear difference is 나忙 

frequency of the red spot along the horizontal time 

axis, both occurring between 0.75cm and 1.75cm from 

the base (equivalent to 8530Hz and 721Hz in CF) in 

the vertical axis. The higher pitch vowel has more 

frequent appearance of red spots. Dotted line of 
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Fig. 7(c) indicates the FFT spectrum of the same 

medium pitch while that of Fig. 7(d) is for the 

higher pitch *a\  Fig. 7(c) and Fig. 7(d) show that 

the FFT spectra of the two speech sounds do not 

show the characteristic of the quasi-periodic differ­

ence.

Other Afferent five vowels such as 'a', *e\  'i', 'o', 

have different patterns for each speech image 

(from fig. 8 to fig, 12 respectively). These figures 

are selectively chosen because of their prominent 

patterns throughout whole time intervals. Like fig. 7, 

prominent changes of the image patterns happen 

between 0.75cm and 1.75cm from the base 

(equivalent to 8530Hz and 721Hz in CF) in vertical 

axes. More precise analysis of the speech image 

requires more advanced image processing techniques.
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Fig 8. Visualized image of speech sound of *a\  with 

medium pitch
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다g 10. Visualized image of speech sound of i, with 

medium pitch

Fig 11. Visualized image of speech sound of 'o', with 

medium pitch

Fig 12. Visualized image of speech sound of 'u, 

medium pitch
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IV. Con이usi이1

A cochlear filter, which is simulated by an electrical 

transmission line, can be used to analyze speech 

sounds. For this purpose, visualizing processes of 

speech sounds are introduced using the cochlear 

filter. As shown in figures from fig. 8 to fig. 12, each 

different vowel has prominently different patterns of 

the speech sound image. It is important to have a 

similar amplitude of the input signal for each differ­

ent speech sound, so as to compensate the color of 

the speech image. It is manually controlled by 

examining the signal amplitude for every speech 

input. Particular interest is that the characteristic 

parameters of the speech sound may be extracted 

from only a local part of the sound image. It is 

because the whole picture of the sound image 

repeats similar patterns for the total range of time 

interval. However, the cochlear filtering process 

produces the prominent patterns of the sound image 

after a certain amount of time, that is, after the 

onset of the speech sound input until the desired 

time of interest. More precise and qualitative analy­

sis of the speech image pattern should be found out 

in the near future.

Appendix

0 = phase [cycles, radian] 

f — frequency [Hz] 

t =time [sec]

x = distance from the base [cm] 

co = angular frequency ( =2Hf) 

Pi(t) = dependant voltage [V] 

Zi(x) — section impedance of the transmission line 

N = total section number of the transmission line = 

850

X = active amplifying gain =1.0

dx distance tetween two adjacent sections = 5E-3 

[cm]

dt = sampling time interval of discrete input signal = 

2E-6 [sec]

Vo(t) = input voltage source equivalent to sound 

pressure onto the ear drum [V]

Rm — middle ear characteristic resistance — 400 [Q] 

Lm = middle ear characteristic inductance = 4.5E-2

[H]

Cm = middle ear characteristic capacitance = 4.76E-6

[F]

LI = cochlear fluid inductance = 0.01 [H]

Li = cochlear fluid inductance ^5E-4 (i = 2、849) 

LH]

L850 = cochlear fluid inductance =0.01 [H]

Rl(x)=BM characteristic resistance = 20.0 + 1500.0 

*exp(-2.0*x)  [Q]

Ll(x) = BM characteristic inductance = 3.0E-3 [H]

Cl(x)=BM characteristic capacitance = 0.9E-9*exp  

(4.0 x) [F]

R2(x)=TM characteristic resistance = 10.0*exp(-2.  

2*x)  [Q]

L2(x)=TM characteristic inductance = 0.5E-3*exp  

(x) [H]

C2(x)=TM characteristic capacitance = L43E-7* exp 

(4.4*x)  [F]

R3(x)=TM-RL coupled characteristic resistance 

2.0*exp(-0.8*x)  [Q]

C3(x)=TM-RL coupled characteristic capacitance 

= L0E-7*exp(4.0*x)  [F]

R4(x)=OHC characteristic resistance = 1040.0*exp  

(-2.0*x)  [Q]

C4(x)=OHC characteristic capacitance = 1.63E-9*exp  

(4.0*x)  [F]

BM = basilar membrane

CF = characteristic frequency

OHC = Outer Hair Cell

RL = reticular lamina

TM = tectorial membrane

Zm = middle ear characteristic impedance
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