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Abstract

In this paper, we consider a signal masking structure based on the Lorenz system, which uses a feedback path of
the information signal in the transmitter system. The scheme recovers the information signal exactly at the receiv-
er, and can be used with increased amplitude information signal. The scrambling property of the scheme is also in-
vestigated by computer simulations, from which the performance is show to be better than that of the conventional

method.

1. Introduction

Chaotic signals are characterized by their high sensitivity to
initial conditions : in other words, trajectories starting from
arbitrarily close two points diverge exponentially with time,
and quickly become uncorrelated. Recently, Carroll and
Pecora [1] have shown that certain two chaotic systems
achieve synchronization so that the two systems follow the
same trajectory. It is also known that the synchronization is
robust to perturbations of the synchronizing drive signal.
These properties of chaotic signals suggest possible useful ap-
plications to spread spectrum and secure communications [2].
As a demonstration in secure communications, signal masking
schemes based on Lorenz system and Chua’s circuit have been
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considered in [3] and [4].

In the signal masking schemes using additive perturbation
of the drive signal, the receiver cannot regenerate a perfect
replica of the driver because of some synchronization error. In
addition, the added signal level is usually limited to ensure
reasonable recovery.

In this paper, we present a signal masking structure based
on the Lorenz system, which is capable of alleviating the
avove-mentioned difficulties by masking use of a feedback
path of the information signal(a perturbation) in the transmit-
ter system. We shall call the proposed scheme the internal per-
turbation method.

1. Signal Masking Approaches

Signal masking based on the continuous-time chaos phe-
nomenon is an analog scrambling method [ 6] for secure com-
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munication, which prevents the information-bearing signal of
a sender from being intercepted by any third party. In the
transmitter, a large chaotic signal is added to the information
-containing signal, thus the information signal is masked
against the interceptor. At the receiver, a replica of the chaot-
ic signal used in the transmitter is generated from the trans-
mitted signal, which is then subtracted from the transmitted
signal to recover the information signal.
Lorenz equations

r=0(y—1),

V=rI—y—zxz (1)
and
z=xy—bz

describing the chaotic signals , ¥, and z are used for a trans-
mitter, where ¢, 7, and b are positive real parameters. The
corresponding receiver equations are give by

-’I}r:G (yr_xr)y

Y= TT— Yo T 2 (2)
and

:3;=l'tyr— bzn

where x, is the transmitted signal used to drive the receiver.
When x,=x the transmitter and the
synchronized so that x,—zx, y—y, and z—z as t—oo [3]. In

recelver are

signal masking, an information signal m is the perturbation
signal, p=m. I the receiver is driven by x, then r,xz, and
m s recovered as m=x,— I, as shown in Fig. 1. We call this
scheme the external perturbation method. Recently, ap-
proximate analysis in signal masking and recovery has been
done in [5] based on the external perturbation method. It is
shown that the recovered signal m is improved by an
additional lowpass filter.
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Fig. 1. Chaotic signal masking system(External perturbation
method).

In the external perturbation scheme, the information signal
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level should be limited for synchronization, which is the main
drawback of the scheme when noise is added to x. In addition
the receiver cannot regenerate a perfect replica of the driver
because of some synchronization error [5].

1. The Internal Perturbation Method

Let us now consider a signal masking method, the internal
perturbation method, which is capable of recovering the infor-
mation signal at the receiver, and can be used with informa-
tion signal amplitude larger than in the external perturbation
method. In the internal perturbation method, the information
signal is injected in the transmitter system, as shown in Fig.
2.
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Fig. 2 Chaotic signal masking system(Internal perturbation
method).

In Fig. 2, the transmitter is described by the three equa-
tions,

z=0(y—x),

V=TT oY—T0% (3)

and :
z=xy—bz

where x,=x + m is the transmitted signal with m the infor-

mation signal(a perturbation). The receiver can be described

by the three equations in (2) as in external perturbation

method.

The transmitter is the same as (1) if we replace r with x,
in the second and third equations of (3). Therefore we see
without difficulty that (3) and (2) will asymptotically
synchronize, as shown in Appendix. Thus, the message signal
can be recovered exactly by subtracting x, from x, 1.e. m=x,

—X.=x— I=1m, at the receiver. Note that the synchroniza-

tion is independent of the message signal m.
When some noise % is added to x, during transmission, the

internal perturbation method may have even better perform-
ance in recovering m compared to the external perturbation
method for the same level of noise, since the internal pertur-
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bation method can be used with information signal of high
level.

Simulation results | As pointed out in [3], the transmitter
and receiver need not be operating chaotically for synch-
ronization to occur : for good signal masking, however, chaot-
ic operation is desirable. We assume that the transmitter is in
chaos when the system is unperturbed(i.e., when m=0 and n
=0). We have investigated the transmitter dynamics by simu-
lation, when a perturbation exists. In the simulations, we used
the following set of equations for the amplitude and time-
scaled variables with g=16, y=45.6, and b=4 when m=0,
which are the same as in [3] :

r=G{16 (y—2)],
y=G.[45.6 x,.—y—20x 2], (4)

2=G+5x.y—42],

where the time scaling factor Gr=2505.

We used (i) a dc signal and (i) a speech signal, as m, In
the simulation results, the recovered signal m is processed by
an additional lowpass filter with cutoff frequency of 3kHz.
Let us first consider the transmitter dynamics. When m=m,
(dc signal), we have found that the system is in chaos for |
my | <m,. where m. is observed to be between 0.5 and 0.6.
When | m,| >m, the trajectories keep moving to one of
three non-zero fixed points, When m=my,+a sin wt, we ob-
served that the dc level, m, plays the same role as m, in the
case (i).

Next let us compare the two methods from the viewpoint of
signal recovery and scrambling property. As is explained at
the beginning of this section, the internal perturbation method
recovers the information signal exactly at the receiver. In the
external perturbation method, on the other hand, the recov-
ered signal m is a distorted version of m. When the informa-
tion signal is a speech signal shown in Fig. 3, the recovered
signal using the internal and external perturbation methods
under noise free environment are shown in Figs. 4 and 5,

respectively, for m(t)=2s(t).
When noise is present, and otherwise under the same condi-

tion as in Figs. 4 and 5, the recovered signals are shown in
Figs. 6 and 7, respectively. We observe in general that the dis-
tortion decreases as the signal level increases in the internal
perturbation method, in consrast to the external perturbation
method. To compare the performance more formally, we used
signal-to-noise ratio(SNR) and segmental SNR as objective
measures, and the mean opinion scores (MOS) as a subjective
measure [8]. The result is shown in Table 1. The values of

ARz o : 2A2 A2l e § EENE BH ST

I ||||\| ‘I Hl!il\

Uty i i

5 s L
0"0 0.1 02 03 04 05 06 0.7 08

tme [sec]

Fig. 3. A sample original speech s(t)
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Fig. 4. The recovered signal when n(¢)=0 and m(¢)=2s(¢)
with the internal perturbation method.
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Fig. 5. The recovered signal when #(#)=0 and m(t)=2s(¢)
with the external perturbation method.

Fig. 6. The recovered signal when #(#)#0 and m(¢)=2s(¢)
with the internal perturbation method.

05 L . P L " L .
[} 0.1 02 03 0.4 0.5 0.6 a7 08
time{sec)

Fig. 7. The recovered signal when #z(#)=£0 and m(¢)=2s(¢)
with the external perturbation method.
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the SNR and segmental SNR turn out to be similar.

Table 1. Recovered signal comparison

the internal perturbation | the external perturbation
amplitude | SNR(dB) MOS SNR(dB) MOS
0.5 12 4 10 3
1.0 23 3 9 1
2.0 31 2 1

In order to see the scrambling property, we have investigat-
ed the average power spectrum of the transmitted signal x.
When the information signal is a speech signal, we investigat-
ed that the internal and external perturbation methods seem
to produce similar spectrum.

V. Concluding Remarks

A new signal masking structure i1s considered based on
Lorenz system : in the proposed method, the information sig-
nal is injected in the transmitter system. The proposed method
recovers the information signal exactly at the receiver, and
can be used with information signals of increased amplitude.
The scrambling properties are shown by simulations. It may
be worth to investigate further properties of the transmitter
dynamics in more detail for a practical application. It should
be mentioned that a general approach for constructing chaotic
synchronized dynamical systems has been proposed recently
[9], from which the structure of the internal perturbation
method may also be derived if we choose an appropriate func-
tion.
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Appendix
Proof of Synchronization

We denote the transmitter and receiver state variables by
the vector x=(x, 3, z) and x,=(x,, ¥,, 2,), resectively. Define
the dynamical errors e=(e, e, e;)=x—x, Then assuming
that the transmitter and receiver coefficients are identical, the
error dynamics is given by

é]':o'(ez_el), (5)
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ézz — € X463
é3=x,ez— be.?
Consider the function,
1.1
Ele, t)—f(zelz‘i'e%‘*'e%) (6)

The function E'is obviously positive definite when 6>0. We
get

EZ%eleH‘ezez‘*'eses (7
=ée ez_ef_eg_beg
= —(a—ged)—Sei-be] (8)

Hence, E <0 with equality only if e=0. Therefore E is a
Liapunov function, and thus e(#)—0 as f—oo,

Furthermoer, it can be shown that the rate of
synchronization is exponentially fast using the similar proce-
dure as in [3].
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