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UNBIASED ESTIMATORS IN
THE MULTINOMIAL CASE

CHOON-I1. PARK

ABSTRACT. It is known that an unbiased estimator of f(p) for binomial
B(n,p) exists if and only if f is a polynomial of degree at most n, in
which case the unbiased estimator of a real-valued function f(p),p =
(po,p1, - ,pr) 1s unique. In general, this estimator has the serious fault
of not being range preserving; that is, its value may fall outside the range
of f(p). In this article, a condition on a real-valued function f is derived
that is necessary for the unbiased estimator to be range preserving that
this is sufficient when n is large enough.

1. Introduction

An estimator is said to be range preserving if its values are confined
to the range of what it is to estimate. The property of being range
preserving is an essential property of an estimator, a sine qua non. Other
properties, such as unbiasedness, may be desirable in some situations,
but an unbiased estimator that is not range preserving should be ruled
out as an estimator.

In 1977, authors [4] have explicitly insisted that an estimator should
be range preserving. Occasionally it has been noticed that a proposed
estimator dose not have this property, and comments on this regrettable
fact have been made. Examples of unbiased estimators that fail to pre-
serve the range have been given by several authors (see. e.g., Halmos
[1] and Lehmann [3], for further related work, see Hoeffding [2] and the
references cited there).

For clarity, the result will first be stated and proved for the binomial
case. The extension to the multinomial case, which is straightforward
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except for the more complicated notation, will be dealt with in section
3.

Let the random variable X have the binomial (n, p) distribution, 0 <
p <1, and consider the unbiased estimation, based on an observation of
X, of a real-valued funtion f(p). It is known that an unbiased estimator
of f(p) exists if and only if f is a polynomial of degree at most n, say

(1.1) flp)=ao+ap+ - +amp™

where m < n. Because

- l‘(k) n z n—zr
pk:ZW(x)p (1_1)) ,k:O,l.TL,

r=0

where n® = n(n —1)---(n — k 4 1), an unbiased ~stimator t,(X) of
f(p) in (1.1) is given by

m L)
T
(12) tn(l‘) = k§ akm7 T = 0717' LN, n > m.
=0

By the completeness of the binomial family (Lehmann 1959), this is the
only unbiased estimator of f(p).

In general, the values of t,(z) can fall outside the range of f(p). Thus
the unbiased estimator of p(1—p)is z(n—z)/n(n—1}, and its maximum
with respect to z exceeds 1/4 = max p(1 — p).

2. Unbiased estimators

DEFINITION 2.1. Let P be a family of probability distributions on a
measurable space (X, A), P = P, is the family of the binomial (n,p)
distributions P,, 0 < p < 1, with n fixed. Let f(p) = 6(P,). The prior
range of f(p)is ® = {f(p) : 0 < p < 1}. The posterior range 0, is given
by

O,={f(p):0<p<1}ifz=12,---,n-1,

Qo ={f(p):0<p<1}, On={f(p):0<p<1}.
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THEOREM 2.1. Let f be a nonconstant polynomial. In order for a
range-preserving unbiased estimator of f(p), 0 < p <1, to exist, f must
attain its extreme values only at 0 and 1 and f' must be nonzero there,
that is, either

1. f(0) < f(p) < f(1) for 0 < p < 1; f (01 >0, fi(1)>0,

or

2. f() < flp)< f(O)forO<p<1; f1(0)<O, f(1)<O.

Thus the polynomial f(p) = (p — ¢)*, 0 < ¢ < 1, satisfies condition 1,
but for ¢ > 1/2, t3(1) = c*(1 —¢) > (1 —¢)® = f(1).

PROOF. Suppose that f(0) < f(p) < f(1l)for 0 < p < 1. It is
sufficient to show that the unbiased estimator t,(z) of f(p) is range-
preserving only if f'(0) > 0 and f'(1) > 0. According to the definitions,
for t,(r) to be range-preserving it is necessary that t,(1) > f(0) and
ta(n —1) < f(1). By (1.2) and (1.1),

to(1) =ap +an™' = f(0) + F/(O)n~ "

m

tn(n—l):Zak—- kagn™' = f(1) — f/()n~1,
0

0

and the stated conditions follow. For case 2 the completion of the proof
is similar.

THEOREM 2.2. Let f be a polynomial that satisfies condition 1 or 2
of Theorem 1. Then there exists a number N(f) > deg( f) such that the
unbiased estimator t,(z) of f(p) is range preserving for n > N(f).

PROOF. Suppose that f(p) satisfies conditior: 1 of Theorem 1. Case
2 can be reduced to case 1 by a simple change of notation. We must
show that there is an integer N(f) > deg(f) such that for n > N(f),
the unbiased estimator t,(x) is range preserving; that is,

f(0)<tn(‘r)<f(1)’ '7':172~ ;n—1,

2-1) £(0) < a(0) < (1), F(0) < ta(r) < F(1).
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Introduce the function s,(p), 0 < p <1, as

Then it follows from (1.1) and (1.2) that
Sn('r/n) = tn(m)7 Sn(O) = f(O) sn(l) = f(l)

Thus in particular, s, and s! converge uniformly oa [0,1] to f and f,
respectively. This ensures that for large enough n, s, is range preserving,
that is, f(0) < sp(p) < f(1) for 0 < p < 1, and thus the inequalities
(2.1) are satisfied.

3. Multinomial case

Let X have the multinomial (n, p) distribution:

!
Pr{X =z} = )—ri—'p", xeX, pel,,
Er={p=(po." " ,pr):p0o 20, ,prZO,Zpizl},
0

where the notation x! = [[; z.!, p* = [[op;’ is used.

Consider the unbiased estimation, based on an cbservation of X, of
the value of a real-valued function f(p), p € T,. As in the binomial
case, an unbiased estimator of f(p) exists if and only if f is a polynomial
of degree at most n, say

(3.1) fp) =Y ap,

m

where m < n and the sum ) _ is extended over the vector indexes
j = (jo,Jj1,* »Jr) With nonnegative integer-valued coordinates whose
sum is |j| = 3 g 7; < m =deg(f). As a result of the identity

x9 n!

. T
xeX
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where xU) = nggm, an unbiased estimator ¢,,(X) of f(p) in (3.1) is
given for n > deg(f) by

(3.2) ta(x) =Y ajx /n(lD,
By the completeness of the multinomial family (Lehmann 1951, p.132)
this is the only unbiased estimator of f(p).

THEOREM 3.1. Let the random vector X have a multinomial (n,p)
distribution, p € ¥,, and let f(p), p € ¥,, be a nonconstant polyno-
mial, deg(f) < n. For the unbiased estimator t,(x) of f(p) to be range
preserving, it is necessary that:

1. if F is an s-dimensional open face of £,,1 < s < r (its interior
when s = r), and if f(p) is not constant on F, then f(p) attains its
extreme values only on the boundary of F; and

2. if F is an s-dimensional closed face of £,,9 < s < r — 1 (a vertex
when s = (0), on which f(p) is constant and attsins its minimum (max-
imum) over ¥, then the derivatives of f(p) in directions orthogonal to
F are strictly positive (negative).

PRrROOF. The necessity of condition 1 follows by the argument given
in Theorem 2.1. The necessity of condition 2 is shown by focusing on

a direction orthogonal to a face with the stated properties and using a
one-dimensional argument similar to that used in Theorem 2.1.

THEOREM 3.2. Let f be a polynomial satisfying the conditions of
Theorem 3.1. Then there exists a number N(f) such that the unbiased
estimator t,(x) of f(p) is range-preserving for n > N(f).

PROOF. As in the proof of Theorem 2.2, the function s,(p), p € &,.
1s introduced by

2 (pg — ko/n) - [[V (pr — kr/n
m 0 (1 - k/T/)
It is easily seen from (3.1) that s, equals f at all vertices of ¥, and
at every s-dimensional face of ¥,, 1 < s < r — 1, where f is constant.
It is also clear from (3.1) and (3.4) that s, converges to f on ¥, and

the same is true for all partial derivatives. Finally, in view of (3.3),
ta(x) = s,(x/n). The proof is then completed as in the binomial case.
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