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## 1. Introduction

For any complex $x$ we define the functions $B_{f}(x)$ by the equation

$$
\begin{equation*}
\frac{z e^{x z}}{e^{z}-1}=\sum_{\ell=0}^{\infty} B_{\ell}(x) \frac{z^{\ell}}{\ell!}, \quad \text { where }|z|<2 \pi \tag{1}
\end{equation*}
$$

The functions $B_{\ell}(x)$ are called $\ell$-th Bernoulli polynomials and the numbers $B_{\ell}(0)$ are called Bernoulli numbers and denoted by $B_{\ell}$. Thus,

$$
\begin{equation*}
\frac{z}{e^{z}-1}=\sum_{\ell=0}^{\infty} B_{\ell} \frac{z^{\ell}}{\ell!}, \quad \text { where }|z|<2 \pi \tag{2}
\end{equation*}
$$

The generalized Bernoulli polynomials and numbers are defined respectively by, for any complex number $x$ and an arbitrary (real or complex) parameter $\alpha$,

$$
\begin{array}{ll}
\frac{z^{\alpha} e^{x z}}{\left(e^{z}-1\right)^{\alpha}}=\sum_{\ell=0}^{\infty} B_{\ell}^{(\alpha)}(x) \frac{z^{\ell}}{\ell!}, & \text { where }|z|<2 \pi,  \tag{3}\\
\frac{z^{\alpha}}{\left(e^{z}-1\right)^{\alpha}}=\sum_{\ell=0}^{\infty} B_{\ell}^{(\alpha)} \frac{z^{\ell}}{\ell!}, \quad \text { where }|z|<2 \pi .
\end{array}
$$

Note that $B_{\ell}^{(1)}(x)=B_{\ell}(x), B_{\ell}^{(1)}=B_{\ell}$ and $B_{\ell}^{(\alpha)}(0)=B_{\ell}^{(\alpha)}$. Clearly

$$
\begin{equation*}
B_{\ell}^{(\alpha)}(\alpha-x)=(-1)^{\ell} B_{\ell}^{(\alpha)}(x) \tag{4}
\end{equation*}
$$
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for every integer $\ell \geq 0$, so that

$$
\begin{equation*}
B_{\ell}^{(\alpha)}(\alpha)=(-1)^{\ell} B_{\ell}^{(\alpha)}(0)=(-1)^{\ell} B_{\ell}^{(\alpha)} \tag{5}
\end{equation*}
$$

The Euler numbers $E_{\ell}$ and the Euler polynomials $E_{\ell}(x)$ are defined by

$$
\begin{equation*}
\frac{1}{\cosh z}=\frac{2 e^{z}}{e^{2} z+1}=\sum_{\ell=0}^{\infty} E_{e} \frac{z^{\ell}}{\ell!}, \quad \text { where }|z|<\frac{\pi}{2} \tag{6}
\end{equation*}
$$

$$
\begin{equation*}
\frac{2 e^{x z}}{e^{z}+1}=\sum_{\ell=0}^{\infty} E_{\ell}(x) \frac{z^{\ell}}{\ell!}, \quad \text { where }|z|<\pi \tag{7}
\end{equation*}
$$

The generalized Euler numbers $E_{n}^{(m)}$ and Euler polynomials $E_{n}^{(m)}(x)$ are defined by, for any complex number $x$,

$$
\begin{equation*}
\left(\frac{2 e^{z}}{e^{2 z}+1}\right)^{m}=\sum_{n=0}^{\infty} E_{n}^{(m)} \frac{z^{n}}{n!}, \quad \text { where }|z|<\frac{\pi}{2} \tag{8}
\end{equation*}
$$

$$
\begin{equation*}
\left(\frac{2}{e^{z}+1}\right)^{m} e^{x z}=\sum_{n=0}^{\infty} E_{n}^{(m)}(x) \frac{z^{n}}{n!}, \quad \text { where }|z|<\pi \tag{9}
\end{equation*}
$$

Note that $E_{n}^{(1)}(x)=E_{n}(x), E_{n}^{(1)}=E_{n}$. Putting $x=m / 2$ in (9), we have

$$
\sum_{n=0}^{\infty} \frac{E_{n}^{(m)}}{2^{n}} \frac{z^{n}}{n!}=\left(\frac{2 \epsilon^{\frac{z}{2}}}{e^{2 \frac{z}{2}}+1}\right)^{m}=\sum_{n=0}^{\infty} E_{n}^{(m)}\left(\frac{1}{2} m\right) \frac{z^{n}}{n!}
$$

Equating coeflicients of $z^{n}$, we obtain

$$
\begin{equation*}
E_{n}^{(m)}=2^{n} E_{n}^{(m)}\left(\frac{1}{2} m\right) \tag{10}
\end{equation*}
$$

The object of the present note is to prove explicit formulas for the generalized Bernoulli and Euler Polynomials by using the generalized
chain rule of differentiation. If $z$ is a function of $t$ and all indicated derivatives exist, then the chain rule may be written in the form [8]:

$$
\begin{equation*}
D_{t}^{n} f(z)=\sum_{k=0}^{n} D_{z}^{k} f(z) \frac{(-1)^{k}}{k!} \sum_{j=0}^{k}(-1)^{3}\binom{k}{\jmath} z^{k-\jmath} D_{t}^{n} z^{j}, \tag{11}
\end{equation*}
$$

where $D_{t}^{n}=d^{n} / d t^{n}$. Among its corollaries are witten the following formulas:

$$
\begin{align*}
& D_{t}^{n}\left(\frac{1}{z}\right)=\sum_{\jmath=0}^{n}(-1)^{\jmath}\binom{n+1}{\jmath+1} z^{-\jmath-1} D_{t}^{n} z^{j},  \tag{12}\\
& z^{n} D_{t}^{k} z^{-n}=\sum_{\jmath=0}^{n}\binom{-n}{\jmath}\binom{k+n}{k-\jmath} z^{-\jmath} D_{t}^{k} z^{\jmath} .
\end{align*}
$$

We can also give explicit formulas for Bernoulli and Euler Polynomials, and numbers as their corollaries.

Carlitz [1] showed a formula for Bernoulli Polynomials in several indeterminates:

$$
\begin{equation*}
m_{1}^{n_{1}} \cdots m_{t}^{n_{t}} B_{n_{1} \cdot n_{t}}\left(\frac{k_{1}}{m_{1}} \cdots \frac{k_{t}}{m_{t}}\right)=\sum_{s=0}^{n_{i}+} \frac{1}{s+1} \Delta^{s} \tag{14}
\end{equation*}
$$

where

$$
\Delta^{s}=\sum_{\alpha=0}^{s}(-1)^{\alpha}\binom{s}{\alpha}\left(m_{1} a+k_{1}\right)^{n_{1}} \cdots\left(m_{t} \alpha+k_{t}\right)^{n_{t}}
$$

and note that $\Delta$ usually denotes the difference operator defined by (cf. (4, pp. 13-15])

$$
\Delta f(x)=f(x+1)-f(x) .
$$

In general, we have the following formula ([4, p. 13], Theorem B):

$$
\begin{equation*}
\Delta^{n} f(x)=\sum_{\jmath=0}^{n}(-1)^{n-\jmath}\binom{n}{\jmath} f(x+\jmath) \quad(n \geq 0) . \tag{15}
\end{equation*}
$$

Gould [5] showed an interesting formula for the generalized Bernoulli numbers by using formulas (12) and (13): For all real $n$,

$$
\begin{equation*}
B_{k}^{(n)}=\sum_{j=0}^{k}(-1)^{3}\binom{k+1}{\jmath+1} B_{k}^{(-j n)} \tag{16}
\end{equation*}
$$

from which he derived some interesting explicit representations of the Stirling numbers of the first kind in terms of the Stirling numbers of the second kind and vice versa.

Recently, Srivastava, Lavoie, and Tremblay [9, p. 442, Eqs. (4.4) and (4.5)] gave two new classes of addition theorems for the generalized Bernoulli polynomials.

More recently, Srivastava and Todorov [10, p. 510, Eq. (3)] proved the following explicit formula for the generalized Bernoulli polynomials: For an arbitrary (real or complex) parameter $\alpha$,

$$
\begin{align*}
B_{n}^{(\alpha)}(x)= & \sum_{k=0}^{n}\binom{n}{k}\binom{\alpha+k-1}{k} \frac{k!}{(2 k)!} \sum_{\jmath=0}^{k}(-1)^{\jmath}\binom{k}{\jmath} \jmath^{2 k}(x+\jmath)^{n-k}  \tag{17}\\
& \times F[k-n, k-\alpha ; 2 k+1 ; \jmath /(x+\jmath)]
\end{align*}
$$

where $F[a, b ; c ; z]$ denotes the Gaussian hypergeometric function defined as in (cf., e.g., [12], Chap. 14). Some interesting special cases considered earlier by Todorov [11] may be derived by applying the expression (17).

Most recently, Choi [3] proved an explicit formula for the generalized Bernoulli polynomiats which is expressed as a finite double series of Bernoulli polynomials and Stirling numbers:

$$
\begin{equation*}
B_{n+k}^{(n)}(x)=n\binom{n+k}{n} \sum_{j=0}^{n-1}(-1)^{\prime} \frac{B_{k+3+1}(x)}{k+\jmath+1} \sum_{\ell=\jmath}^{n-1}\binom{\ell}{\jmath} s(n, \ell+1) x^{\ell-\jmath} \tag{18}
\end{equation*}
$$

where $s(n, \ell+1)$ are the Stirling numbers of the first kind.
Now we shall show the following explicit formulas for the generalized Bernoulli and Euler polynomials: For any positive integers $\alpha$ and $m$, we have
(19)
$B_{n}^{(\alpha)}(x)$
$=\sum_{j=0}^{n}(-1)^{\jmath}\binom{n+1}{\jmath+1} \sum_{\ell=0}^{n}\binom{n}{\ell}(-\jmath)^{\ell} x^{\ell} \frac{(n-\ell)^{\prime}}{(n+\alpha j-\ell)^{\prime}} \sum_{k=0}^{\alpha \jmath}(-1)^{\alpha j-k}\binom{\alpha \jmath}{k} k^{n+\alpha j-\ell}$,
$E_{n}^{(m)}(x)$
$=\sum_{j=0}^{n}(-1)^{3}\binom{n+1}{\jmath+1} 2^{-m 3} \sum_{\ell=0}^{n}\binom{n}{\ell}(-\jmath)^{\ell} x^{\ell} \sum_{k=0}^{m j}\binom{m \jmath}{k} k^{n-\ell}$.

## 2. Proof of (19) and (20)

## Define -

$$
\frac{1}{z}=\left(\frac{t}{e^{t}-1}\right)^{\alpha} e^{x t}
$$

and we find from (3) and (12) that

$$
\begin{align*}
B_{n}^{(\alpha)}(x) & =\left.D_{t}^{n}\left\{\left(\frac{t}{e^{t}-1}\right)^{\alpha} e^{2 t}\right\}\right|_{t=0} \\
& =\left.\sum_{j=0}^{n}(-1)^{3}\binom{n+1}{\jmath+1} D_{t}^{n}\left\{\frac{\left(e^{t}-1\right)^{\alpha}}{t^{\alpha} e^{x t}}\right\}^{j}\right|_{t=0} \tag{21}
\end{align*}
$$

Let $f(t)=e^{-x \jmath t}$ and $g(t)=\left[\left(e^{t}-1\right) / t\right]^{\alpha J}$. Using the binomial theorem and the Maclaurin series for $e^{k t}$, we obtain

$$
\begin{align*}
\left(\epsilon^{t}-1\right)^{\alpha_{3}} & =\sum_{k=0}^{\alpha_{j}}(-1)^{\alpha_{J}-k}\binom{\alpha_{j}}{k} \epsilon^{h t} \\
& =\sum_{r=0}^{\infty} \frac{t^{r}}{r!} \sum_{k=0}^{\alpha_{3}}(-1)^{\alpha_{J}-k}\binom{\alpha_{J}}{k} k^{r} \\
& =\sum_{r=\alpha_{j}}^{\infty} \frac{t^{r}}{r!} \sum_{k=0}^{\alpha_{j}}(-1)^{\alpha_{J}-k}\binom{\alpha_{j}}{k} k^{r} . \tag{22}
\end{align*}
$$

For the last equality of (22) we observe that

$$
\begin{equation*}
\sum_{k=0}^{\alpha_{J}}(-1)^{\alpha_{j}-k}\binom{\alpha_{j}}{k} k^{r}=0, \quad 0 \leq r<\alpha_{3}, \tag{23}
\end{equation*}
$$

being just the $\alpha \jmath$-th difference of a polynomial of degree less than $\alpha$ J and it is not difficult to justify the formula (23) by letting $f(x)=x^{k}$ in (15). Now it is easy to compute the followings:

$$
\begin{align*}
f^{(\ell)}(0) & =(-\jmath)^{\ell} x^{\ell} \\
g^{(n-\ell)}(0) & =\frac{(n-\ell)!}{(n+\alpha \jmath-\ell)!} \sum_{k=0}^{a_{j}}(-1)^{\alpha_{j}-k}\binom{\alpha_{j}}{k} k^{n+\alpha_{j}-\ell} . \tag{24}
\end{align*}
$$

By using Leibniz's rule for differentiation, we have

$$
\left.D_{t}^{n}\left\{\frac{\left(e^{t}-1\right)^{\alpha}}{t^{\alpha} e^{x t}}\right\}^{j}\right|_{t=0}
$$

$$
\begin{align*}
& =\sum_{\ell=0}^{n}\binom{n}{\ell} f^{(\ell)}(0) g^{(n-\ell)}(0)  \tag{25}\\
& =\sum_{\ell=0}^{n}\binom{n}{\ell}(-\jmath)^{\ell} x^{\ell} \frac{(n-\ell)!}{(n+\alpha \jmath-\ell)!} \sum_{k=0}^{\infty \jmath}(-1)^{\alpha_{j}-k}\binom{\alpha \jmath}{k} k^{n+\alpha \jmath-\ell}
\end{align*}
$$

Combining (21) and (25), we obtain the desired formula (19). In particular, letting $\alpha=1$ in (19), we get an explicit formula for the Bernoulli polynomials:
(26)
$B_{n}(x)=$
$\sum_{j=0}^{n}(-1)^{j}\binom{n+1}{\jmath+1} \sum_{\ell=0}^{n}\binom{n}{\ell}(-\jmath)^{\ell} x^{\ell} \frac{(n-\ell)!}{(n+j-\ell)!} \sum_{k=0}^{\jmath}(-1)^{j-k}\binom{j}{k} k^{n+j-\ell}$.
Putting $x=0$ in (19), we have an explicit formula for the generalized Bernoulli numbers:

$$
\begin{equation*}
B_{n}^{(\alpha)}=\sum_{j=0}^{n}(-1)^{j}\binom{n+1}{\jmath+1} \frac{n!}{\left(n+\alpha_{j}\right)!} \sum_{k=0}^{\alpha \jmath}(-1)^{\alpha_{j}-k}\binom{\alpha_{j}}{k} k^{n+\alpha \jmath} . \tag{27}
\end{equation*}
$$

Replacing $\alpha$ by 1 in (27), we obtain an explicit formula for Bernoulli numbers:

$$
\begin{equation*}
B_{n}=\sum_{\jmath=0}^{n}(-1)^{3}\binom{n+1}{\jmath+1} \frac{n!}{(n+\jmath)!} \sum_{k=0}^{\jmath}(-1)^{\jmath-k}\binom{\jmath}{k} k^{n+\jmath} \tag{28}
\end{equation*}
$$

It should be remarked in passing that the explicit formulas for the Bernoulli numbers as (28) have attracted attention of some mathematicians. Among several explicit formulas for the Bernoulli numbers, the double series-representation

$$
\begin{equation*}
B_{n}=\sum_{k=0}^{n} \frac{1}{k+1} \sum_{j=0}^{k}(-1)^{3}\binom{k}{\jmath} \jmath^{n} \quad(n \geq 0) \tag{29}
\end{equation*}
$$

is fairly well-known (cf. [2, p. 131], [6, p. 236]).
Similarly as in getting the formula (19), we can obtain an explicit formula for the generalized Euler polynomials (20):

Letting $m=1$ in (20), we obtain an explicit formula for the Euler polynomials:

$$
\begin{equation*}
E_{n}(x)=\sum_{\jmath=0}^{n}(-1)^{\jmath 2^{-3}}\binom{n+1}{\jmath+1} \sum_{\ell=0}^{n}\binom{n}{\ell}(-\jmath)^{\ell} x^{\ell} \sum_{k=0}^{\jmath}\binom{\jmath}{k} k^{n-\ell} . \tag{30}
\end{equation*}
$$

From (10) and (30), we get an explicit formula for the generalized Euler numbers:

$$
\begin{equation*}
E_{n}^{(m)}=\sum_{\jmath=0}^{n}(-1)^{\jmath} \underline{2}^{n-m_{j}}\binom{n+1}{\jmath+1} \sum_{\ell=0}^{n}\binom{n}{\ell}\left(-\frac{j m}{2}\right)^{\ell} \sum_{k=0}^{m \jmath}\binom{m \jmath}{k} k^{n-\ell} \tag{31}
\end{equation*}
$$

Putting $m=1$ in (31), we have an explicit formula for the Euler numbers:

$$
\begin{equation*}
E_{n}=\sum_{\jmath=0}^{n}(-1)^{\jmath} 2^{n-\jmath}\binom{n+1}{\jmath+1} \sum_{\ell=0}^{n}\binom{n}{\ell}\left(-\frac{j}{2}\right)^{\ell} \sum_{k=0}^{\jmath}\binom{\jmath}{k} k^{n-\ell} \tag{32}
\end{equation*}
$$
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