Pusan Kydngnam Math J 12{1996), No 2, pp 155-162

ON GENERALIZED HAMMING WEIGHTS
OF CYCLIC LINEAR CODES GENERATED
BY A WEIGHT 2 CODEWORD

SEON JEONG KiM AND M1 Ja YOO

1. Introduction and Preliminaries

Let F be a field with two elements. A hinary code is simply a
linear subspace C' of F". The elements of a code are called code-
words, the integer n is called the length of the code. An [n,k]-code
means the code of length n, and of dimension k. The weight w(v) of
a codeword v = (vy,vy,-+ ,Vy,) is defined by w(v) = card{z | v, # 0}.
The weight w(V') of a subcode V of a code C is defined by w(V) =
card{: | v, # 0 for some v € V}. In [W], Wei introduced the gen-
eralized Hamming weights which aie defined as ¢,(C) = min{w(V) |
V is an r-dimensional subspace of C'}, for 1 <r < dim . Also it has
been shown in [W] that the weight hierarchy of a linear code com-
pletely characterizes the performance of the code on a type II wire-tap
channel. Here d{(C) is just the minimum distance of C' which is one
of important parameters of a code C.

A code C is said to be cyclic if {(vy,v3, -+ ,vq,v1) € C for every
(v1,v2, - ,vn) € C. A cyclic code C is said to be generated by a
codeword v if C is the smallest cyclic code containing v. In this paper,
we find the generalized Hamming weights of a cyclic code C which is
generated by single codeword of weight 2.

The following are well-known facts on the gencralized Hamming
weights.
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THEOREM 1.1 (MoNoTONICITY) [W]. Let C be an [n,k}-code,
then

1< (C) < (G < - <dip(C) < n.

THEOREM 1.2 (DuALITY) [W). Let C be an [n, k]-code and C* be
the dual code. Then

{dACY|1<r <k} ={1,2,--- ,n)—{n+1-dA(CH) |1 <7 <n—k}.

The author would hke to thank the referee for his/her comments
and corrections to the previous version of this paper.

2. Main Results

Recall that there is a natural vector space homomorphism
¢: Flz]/(a" = 1) — F"
defined by
$lag + a1 + -+ + an_12" 7+ (2" —~ 1)) = (g, a1, ,an-1),

and there is a one-to-one correspondence induced by ¢ between the
set of ideals of F2]/ (2™ — 1) and the set of cyclic codes in F™. (See
[L] for move detail.) Thus the cyclic code generated by a codeword
(ao, a1, ,@n—-1) corresponds to the ideal in F(z]/(z2™ — 1) generated
by ao + o122 + asa® + - - + an-12™"! + (2™ — 1). This ideal is also
generated by the coset whose representative element is the greatest
common divisor of ag + a1 + a2 + -+ -+ ap_;2" ! and z® — 1. Note
that 2™ — 1 = 2™ + 1 since we only deal with F = {0,1}.

LEMMA 2.1. Let C be a cyclic code of length n generated by a
codeword v of weight 2 Then it corresponds to the ideal in Flz]/(z™ —
1) generated by 1 + &' + (2" — 1} for some divisor | of the integer n.

Proof. By definition of cyclic code, we may assume that v = {ag, a1,
- ,ln_1), where @y = 1 and a,, = 1. By the above comment, C
corresponds to the ideal of F'[z]/(2" —1) generated by 1+2" +(z2"—1),
then this ideal is also generated by a coset whose representative is the
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greatest commmon chvisor of 1 + 2™ and 2" — 1. Let n = mq 4 r with
0<r<m-1 Since

2 1= Iwnq-}-r -1

= (z™ - 12" + (27 - 1),

by Euclidean Algorithm, we see that ged{1 + 2™,2™ — 1} = 1+ @t
where | = ged{m,n}. Thus the proof is complete

A matrix G is called a generator matiix of a code C if its rows
form a baws of C'. It is a well-known fact that a generator matrix of
the cyclic code corresponding to the ideal generated by the coset with
representative elemnent 14 2!, where 1s a divisor of n, is

160 ... 100 ... 60
0190 ... 010 0
0 0 0

1 ... 0 0 1

000 ... 100 . 1

where the second 1 is in the | 4 1th place in the first row.
We use the following lemma to prove our main theorem.

LEMMA 2.2 Forl,a>2, let G be a matrnx

| I
| L
Iita—1y |
I
|0

fla—1)xla,

where I; denotes the k x k identity matrix. Then for any ha — 1
(1 £ h £ 1) colunns of G, there exist linearly independent ha — h
columns

Proof. Let u, denote the 1-th colummn of G for 1 < 1 < la, and let
B; and B, be the sets of columns of G such that

By ={u, |1 <1 <]{a~ 1)},
By={u,|H{a-1)+1<1<la}.
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Note that each vector in B) has only one nonzero coordinate and that
in B, has exactly a —1 nonzero coordinates. Also note that the vectors
in each B,, : = 1,2 are linearly independent.

First, we prove the case for h = 1. Let A = {u,, | 1<j <a~1}
be a set with @ — 1 columns of G. If AN By =, then the elements in
A4 are linearly independent. Suppose that A N By # @, and let

blu21 + b2u12 +--- ba*luso_l = 0? be < F;

where v, € B; for 1 < j < ¢, u, € Byfort+1<j<a-1,and
t < a—2 Then we get

bluu + bZU;«_, + -+ bluz, = bl-{-luz,.“ +---+ ba-—luca,l- (*)

Suppose that both sides are not equal to 0. Then the number of nonzero
coordinates in the left side is less than or equal to ¢ < a2, and that in
the right side is greater than or equal to a — 1, which is a contradiction.
Thus both sides are equal to 0 and hence all coefficients b, are zero, or
equivalently the elements in A are linearly independent.

Now we prove the casesfor 2 < 2 < I. Let A = {u,, {1 <j < ha—1}
be a set of columns in G, and A' be the set of vectors in AN By which
are expressed as linear combinations of the vectors in AN B;. Note
that each vector in B, are expressed as a linear combination of the
vectors in By

a—2

Ula—1)43 = Zu1+tl for 1 <y < i
t=0

Since the sets {u,44 |0 <t < a2} for 1 <7 <! are disjoint, A’ has
at most {’”’f‘] < h—1 vectors in AN By. Hence

card(d~ 4" Y > ha—1—=(h—~1)=ha—h.

Now we shall claim that any ha — h vectors in A — A' are linearly
independent. Let u,,,t,,,- -+ ,u,,,_, be elements in A— A’ and suppose
that

byus, + 0oty + - -+ bpg—prty,,_, =0, b, € F,
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where v, € By for1<; <t,u, € Byfort+1< 3 < ha—h Foreach
g with t4+1 < 7 < ha—h, there is at least one nonzero coordinate of u,
where the coordinates of the other vectors in A are 0. Because such u;
can not be expressed as a linear combination of vectors in AN B, and
all vectors in By has nonzero coordinates at distinct places. Hence the
above equation implies that b, = 0 for all t + 1 < 7 £ ha — k. Since all
vectors in By are linearly independent, the other coefficients are also
zero. Thus u,,,us,, - ,u,,,_, are linearly independent, and we have

proved the lemma.

Finally we prove the main theorem.

THEOREM 2.3. Let C' be a cyclic code of length n gencrated by
weight 2 codeword {ag,ay, - ,ap-1) wWith ¢, = a, = 1. Then the
dimension of C 1s l{a — 1) and the generalized Hamming weights are

d(C)=r+ [5"2_1] for 1 < r <l{a—1),

where l = ged{y —t,n}, a = 7.

Proof. As in the proof of Lemma 2.1, we may assume that ao =
a; = 1. Hence a generator matrix of the cyclic code C is

1 0 010 0 ... 0
0 1 6 01 0 ... 0

G = ;
0 0 “vw 0 0 1 [ 0 ]. l(a—l)xw.

where the second 1 is in the ! + 1th place in the first row.
We perform the following elementary row operation on the matrix

G;
' + +
v, =0, + (‘U,.H ST T RUWE T SRR )

foreach: = 1,2,--- ,l(a—2), where v, denotes the :-th row of G. Then
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we obtain another generator matrix G’ whose rows are v;;

| L

| L
' .
G = Dia—1) |

| I

I Iy {{a=—-1)xla.

Now we use induction on h to prove that forany , 0 <A <11,
dr(C)=r+(h+1) for Rla—1)+1<7r <(h+1)})a—1)

which is equivalent to the theorem.

Let h = 0. Since the dimension of the code is less than n, clearly
the minimun distance d;(C) > 2. On the other hand we see w(v]) = 2,
hence d1{C) =2. For 1 <r <a — 1, we have

WD, 1+ 1,204 1, ,(r—1)I+1))=r+1,

where the notation D,(31, - ,%,) means r-dimensional subcode gen-
erated by the rows v] ,---,v] of G'. Hence d.(C) < r + 1. Using
Theorem 1.1, we conclude that d,.(C)=r + 1.

Assume, as an induction hypothesis, that the following holds;

d(CY=r+(s+1) for s(a—1)4+1<r < (s+1)(a—1).

For r = (s + 1)(a — 1) + 1, by assumption, we have d,_1(C) =
(s + 1)a. So we have the inequality d.(C) > (s + 1)a + 1, here we
prove that the equality does not hold. If d.(C) = (s + 1l)a + 1, then
there exists a subcode D of C' such that w(D) = (s + 1)a + 1 and
dim(D) = (s+ 1){a—1)+1.

By definition of w(D), all vectors in D have zero coordinates at
lo ~((s+1)a+1) = (I —s - 1)a — 1 places, simultaneously. That is,
the following inclusion holds;

D C{(er,c2,+ ycta) €Cle, =0for j=1,2,--- ,(I-s—1)a—1},(*)
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for fixed ¢,, = 0forj = 1,2,--- ,(I =5 — 1)a — 1. Since the rows of
G’ form a basis of C, every element of D is also expressed as a linear
combination of them. Since
v}
ayvy+- - ’+al(a—1)1’f(a_1) =(a - aya-1y) : = (auy, " ,0Uwa),

"’;m—l)
where v}, u, are rows and columns of G' respectively, and « - u, means
the usual scalar product of @ = (a1, -+ ,ayqa_1)) and u,, the above
inclusion {#) is equivalent to
D C {ayvi+ - Faya-1)0)q_1y | @1y, =0for j =1,2,- -, (I~s~1)a—1}.
Hence we obtain
dim D
< dim{a1v) + -+ + aye—1yia_yy | @ w,, =0 for j =1,2,--- (I -5 —1)a—1}
= dim{(als"' aal{u--l)) |a'u2, =0 for 1= 1123‘ Tt 3(1 -8 l)a“ ]'}
By Lemma 2.2, the rank of the matrix (1, -+ ,u,,_,_,,,_,) 15 at least
(I—s—1)a—{l—s5—1), using the dimension theorem in Linear Algebra,
we have
dmD<l[a-1)—((I-s—-1)a—{l—s5—-1))
= (‘9 + 1)(0' " 1)3

which contradicts the fact that dimD = (s + 1){a — 1) + 1. Thus
d{C) > (s + la+2.

On the other hand, since

w(D({ll+cl0<b<a—-2, 1<ec<s+1}U{s+2}))
=(s+1la+2,

we conclude that d,(C) = {5+ 1)a + 2.

Forr,(s+1j)a—s <r <(s+2)a—(s+2), we have w(D,({bl + ¢ |
0<b<a-2,1<e<s+1}U{(s+2)+b|0<b<r+s—{(s+1)a}))

noindent = v + (s + 2). Then, by Theorem 1.1, we have d{C) =
r 4+ {5 4 2). Thus the proof is complete.
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