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SOME PROPERTIES OF

ONE-SIDED STOPPING TIMES

Sung-Kyun Kim

ABSTRACT. Let Ta be the first time that a perturbed random walk 
with extended real-valued independent and identically distributed 
(i.i.d.) random variables crosses a constant boundary a > 0. For the 
stopping times ra we investigate some basic properties and obtain its 
limiting distribution as a —► oo and an upper bo나nd of the expected 
stopping times E(ra).

1. Introduction
Let Zi,Z2, • • be i.i.d. random variables with a distribution func­

tion F and a positive finite mean // and let 五, ⑤, • • - random variables 

for which (Zi, fi), (久, ⑤), … , (Znj(n) are independent of 斗 k > n, 

for every n > 1. In addition, 61, €2, • • - are i.i.d. and independent of 

(么1,($1), (么2,€2), • • - such that

P{ei = 0} = po, P{ei = +00} = 1 — p0.

Define Xi = Zi + e^i = 1,2, • • •), and put Sn = ^=1 zh Sn = Sn + 

and Sn = EX=i Xi + 흐n- It is convenient to let Sq = Sq = So = 0.

For given a > 0 define

(a = inf{n > 1 I Sn > a},

ta = inf{n > 1 I Sn > a},
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and

Ta = inf{n > 1 I Sn > a}.

For the stopping times of and ta, several studies such as asymptotic 

normality of the stopping times (Sigmund 1968, Feller 1971, Section 

11.5, Woodroofe 1982, Lemma 4.2, Gut 1988, Theorem III 5.1), as­

ymptotic expansion for the expected stopping times (Hagwood and 

Woodroofe 1982, Lai and Siegmund 1979), and the limiting distribu­

tion of the residual waiting times (Woodroofe 1982, Section 2.2, Lai 

and Siegmund 1977) were done.

In this paper, we investigate some properties of the stopping times 

ra. First we examine the relations between ta and ra and use them 

to find the limiting distribution of ra and an upper bound of 乃(ra) 

in terms of E(ta). In remarks, we refer to the limiting distribution of 

the residual waiting times where Ra = STa — 시.

Throughout this paper, -으나 and -으나 denote convergence in prob­

ability and convergence in distribution, respectively.

2. Some Properties of One-Sided Stopping Times

LEMMA 1. (1) If {Yn}^n > 1, is uniformly integrable (u.i.) and 

Yn —匕 K, then E\Y\ < +oo and E(Yn) — E(Y\

(2) If Yn > 0 and Yn -으今 Y, then E(Yn) — E[Y) < +oo if and 

only if {Yn} is u.i. .

Proof. See [5], p. 183.

LEMMA 2. Suppose that supn』E'|l/n|1+e < +oo for some e > 0. 

Then {I}} is u.i. .

PROOF. Observe that

ce [ \Yn\dP< [ |1시1十三 끼 1시1+€.

J\\Yn\>c J\Yn\>c
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Divide by c€ and take the supremum over the set of positive integers 

n. Then by assumtion

sup I \Yn\dP < c”€supJ미 1 시나€ —> 0 as c —今 oo.
n 』|Yn|>c n

Thus {Yn} is u.i. .

LEMMA 3. Suppose that Qn/n —으냐 0 as n •— oo. Then

(1) ta < +(x)with probability 1 (w.p. 1), and ra < ta w.p. 1.

(2) E(t응p$) —냐 0 as a —> oo for any:fixed a > 0 and po € [0,1).

PROOF. (1) By the law of large numbers and the definition of Sn, 

Sn/n = Sn/n + QnIn -으느 /i as n —스 oo, so there is a subsequence (ng) 

for which Snk/^k —+ M w.p. 1 as A: —> oo. It follows that supn Sn = 

+oo w.p. 1 and this implies ta < +oo w.p. 1 for all a > 0. On the 

other hand, it holds that for each k E N

P{ta = k즈 ra = n + fc} = P{Si < a for — lySk>ciySj< a

ior 1 < j < n + k ~ 1, Sn^k > 시}

< P{Sk > 이, Sk < a}

< P{Sk >(스 Sk <a}

so that

oo oo

p{ra — 'a > 0} = 乞 匕 P{ta = k, Ta = n 十 A} = 0. 

n=lk=l

(2) ta increases strictly to a limit t* < +<x)w.p. 1 as a —今 bo, 

and F{foo < n} = lima—oo P{maxi玄스n > 하 = 0 for all n > 1. 

Therefore ta — +oo w.p.l as a — oo. Now define a function u(x) 

by xapQ. Since it is continuous and tz(rr) —> 0 as ⑦ — oo, we have
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u(ta) — 0 w.p. 1 as d —> oo. Next, we shall show that {u(ta) : a > 0} 

is u.i. • Note that u(x) is bounded on [0, oo), that is, supx>0 以(文) < B 

for some B > 0. Since 1 < < +〈x)w.p.l for all a > 0, we have

supa>0 u(ta) < B w.p. 1. This implies that supn E[u(ta)2] < B2 < 

+oo. By Lemma 2 with e = 1, {u(ta) : a > Q} is u.i. and hence, by 

Lemma 1 (2), E[u(ta)] —> 0 as a — oo.

The following theorem gives the relations between ta and ra.

Theorem 1. (1) (1—列改)」日(<』=) = (1—列)西+(1—含寸乃⑦牧"1 )•

(2) EM = 늑% andVar(ra) = 十=5쁴

where po 7^1.

PROOF. (1) If po = o, then ra = 1 w.p. 1 for all a > 0. If po = 1, 

then ra = ta w.p. 1. Hence the equality holds for po = 0 or 1. Observe 

that for each n > 1

P{ra > 아 = p$P{ta > n},

so that

p{ra = 71} = 2가-1P{ia 之 71} — PoP{ta 之 n + 1}.

It follows that for 0 < po < 1

oo

E(eit7〜 乞 > n}-^P{ta > n 十 1})

71=1

OO OO

= q/Po 리 qn~1P{ta > n} — 리 qnP{ta > n + 1} (q = p()elt) 

n=l n=l

oo

= (오/PO — 1) J] (T^P^a 之 71} + P{ta > 1}

= —Po)Ilz.：=：jl + 1 (M<i)

po(i _ q)

(1—Po) it i (1三에_£：(7y«ema) 
(l_Poe< +(1 —p“)W°e
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Thus the equality holds for all po € [0,1].

(2) Differentiate both sides of (1) with respect to t twice. Then we 

have

(2.1)

(1 — p*허)乃(ir心아) — ip^E^)

= z'(l — po>해 —0W(p5e“) + (l — €孔)乃(成2令6으),

and

(2.2)

(1 — 짜西)E(r2e=) — 2poe 孔乃 (rw?=) — poe'W(甘=)

= (1 —po)童 — 聞乃(2泳 e뜨) — 2eW(시今€아)

+ (1 —e孔) W紅牧“ )•

Putting f = 0 in (2.1) and (2.2), we obtain that for po 羊 1

E(ra) =
1 _ W)

1 ~Po

^(Ta) — 호三-주g ji [1 +po - (1 +Po)」E(p『) - 2(1 - po)E(tapga)], 

and these moments yield the variance of ra.

REMARKS. (1) Ta has a finite limit w.p. 1 as cz —> oo. Let r* = 

linia—oo ra. Then P{roo > n} = lima—。。F{maxi으:☆ 瓦 < a} = 

lima—。。2개P{maxi유☆ 瓦 < «} < Po — 0 as n — oo if 列 E [0,1). 

Therefore = +oo} = 0.

(2) Let Ra be the residual waiting times STa — ci. Under the as­

sumption of Lemma 3, Ra —으弓 正 as cz —弓 oo, where P{R = +(x)} = 1. 

For P{Ra = +(x)} = 1 — E(p$) and by Lemma 3 (2), E(p$) --> 

0 as a — oo if po E [0,1).
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THEOREM 2. Under the assumption of Lemma 3, ifc(a) — c, d(a) — 

d as a — oo and po € [0,1), then 사g" has the limiting distribution 

IQ%, where F* is the distribution corresponding to the characteristic 

function <》oo(t) = 히그유[造ez(1 -c)하시. Jn particular, if c = d = 1, then 

Fqq is the geometric distribution, Geo(l — po).

PROOF. By Theorem 1, we have

(2.3)

乃 [수(孔一c(a))Z/게(a)]

1 — Po 1 cit/d(a)

— 1 — Poe 此/") 1 — Poe비*) [po ]•

The second term of the right-hand side of (2.3) goes to zero as a — oo, 

because | 亡;：„《)| < 丁急 and by Lemma 3 (2)

|E[세’(하-c(a))“a)]| < E(p：a) — 0 as a — oo.

Hence the left-hand side and the first term of the right-hand side of

(2.3) have the same limiting function corresponding to the charac­

teristic function q!>oo(Z) = 厂느쭈77시Since 00(f) is contin­

uous and 0oo(O) = 1, it is a characteristic function. Furthermore, if 

c = d = 1, then <》oo(Z) = 드 三쭈江-, which is the characteristic function 

of (구eo(l — po).

Theorem 3. If 0 < @>o < 1, then

1%>0[1 — O’ — P0)乃G「a)] < E(ta).

PROOF. Define u(:r) = pg. Clearly it is convex. Hence by Jensen’s 

inequality p버“1) < E(p$). By Theorem 1 (2), we have E(ra) < 
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느gg丄. Taking the logarithm with the base po, we obtain the above 

inequality.

REMARK. For simplicity, we may regard the upper bound of E(ra) 

as 7스一 instead of -극"으  for small po, since the difference between 

both values is small for small po- For example, if 0 < po < 2“1, then 

the difference is less than 1. On the other hand, if po is, relatively to 

any fixed a, very close to 1, then the difference is large. So in this case 

■-敢瓦— is better than 厂三丁 Also, for sufficiently large a, we can use 

the approximation of E(ta) under some additional conditions (see [7], 

p. 48) in computing the upper bound.
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