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Rethinking Information Technology-Organizational
Structure Relationship

Past research linking information technology and organizational structure has been inconclusive
and contradictory. The purpose of this study is to resolve some of this confusion by taking into
consideration one theoretical issue and three methodological problems. The one theoretical issue
is an assessment of the importance of environment as a key external variable constraining both
organizational structure and the use of information technology. To date, there has been no
systematic, empirical research on the conceptual linkage among all three of these variables. The
three methodological issues concern measurement problems associated with (1) controlling for
different levels of analysis, (2} establishing a clear operationalization of information technology,
and (3) differentiating institutional and questionnaire approaches to data collection.

The research results in four conclusions. First, data confirm the environment as a key external
variable in the linkage beti&een information technology and organizational structure, Second, three
central dimensions of information technology are identified: Growth of Capacity, extensiveness of
information technology use, and information technology sophistication. Third, in order to maximize

the explanatory power of information technology on other organizational constructs, it is neces-
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sary to differentiate between the actual use of information technology as opposed to the mere

presence of information technology. Fourth, carefully designed questionnaire measures reveal no

significant differences from institutional measures in the assessment of key organizational con-

structs.

[ . INTRODUCTION

Since Leavitt and Whisler [1958] pub-
lished their landmark article “Management
in the 1980’s,” many studies have exam-
ined the relationship between information
technology (or computer-based informa-
tion systems) and organizational structure.
Leavitt and Whisler [ 1958 ] predicted that
information technology would facilitate
recentralization while reducing the number
of middle managers. However, subsequent
research conclusions of these issues have
been either contradictory or inconclusive.

For example, in support of Leavitt and
Whisler [1958], case studies done by
Siegmen and Karsh [1962] do report an
increase in centralization with
computerization. On the other hand, Hunt
and Newell [1971] review the literature
and contend that Information Technology
(IT) will decentralize decision making and
will not reduce levels of management. Fur-
thermore, Robey [1981] reports that in-

stances of no change outweigh the inci-

dents of change and where computerized
information system does not produce
change in organizational structure, it rein-
forces the existing structure. The above
examples clearly demonstrate the inconsis-
tent results of research findings on the re-
lationship between IT and organizational
structure.

There are two main objectives of this
study. The first objective is to consider en-
vironment as a key external variable con-
straining the relationships among IT and
organizational structure. While contingen-
cy theorists stress the influence of environ-
ment on organizational structure and sev-
eral information systems (IS) researchers
recognize the importance of environment,
there has been a lack of comprehensive
studies examining the relationship among
IT, environment, and organizational struc-
ture.

The second objective is to take into con-
sideration three methodological issues in IS
—related research: (1) the importance of
different levels of analysis, (2) the

conceptualization of information technolo-



gy, and (3) the measurement issues of in-

stitutional and questionnaire approaches.

. LITERATURE REVIEW
& HYPOTHESES DEVEL-
OPMENT

1. Literature Review

Literature Review The examples de-
scribed in introduction section demonstrate
the iInconsistent results of research
findings on the relationship between IT
and organizational structure. One of the
very plausible causes for these contradicto-
ry and inconclusive results is the way of
looking at the cause-and—effect relation-
ship between IT and organizational struc-
ture. There are two basic conceptual mod-
els that underlie much of the empirical
research on this relationship: the technolo-
gy Imperative and the organization impera-
tive. The technology imperative views IT
as an exogenous factor, conceptually inde-
pendent from the organizational variables
which it affects. On the other hand, the or-
ganization imperative treats the use of IT
as the outcome of managerial design choic-
es intended to create a fit between the or-

ganization and its context.

The technology imperative was adopted
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by Leavitt and Whisler [1958] who ar-
gued that IT would recentralize and re-
duce the numbers of middle managers.
Subsequent studies [ Whisler, 1970; Blau
et al., 1976; Robey, 1977; Kling, 1978 and
1980; Robey, 1981; Attewell and Rule,
1984; Foster and Flynn, 1984; Bjorn—-An-
dersen, Eason, and Robey, 1986] do not
confirm Leavitt and Whisler’s prediction.
Rather results are contradictory and incon-
clusive,

On the other hand, Simon [1977] also
asserts that managers can achieve desir-
able objectives and avoid negative conse-
quences by making technology fit their
needs. Several recent studies on manageri-
al choices and intentions support this view
[Boddy, 1981; Robey, 1983; Boddy and
Buchanan,1984; Dawson and McLaughlin,
1986]. However, Bjorn—Andersen, Eason,
and Robey [1986] conclude that many of
the impacts they observed in their eight
cases were accidental, unintended, and un-
controlled. Findings which contradict the
organization imperative.

To overcome these research discrepan-
cies, a variation of the technology impera-
tive has emerged. This alternative view in-
cludes contextual variables such as envi-
ronmental uncertainty, performance, and

organizational size. Klatzky [ 19701 asserts
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that size is the more powerful variable in
explaining organizational structure than is
automation, especially in the case of
decentralization. Carter [1984] also ar-
gues that size moderates the relationship
between IT and organizational structure.
Robey [1977] observes environmental un-
certainty rather than size as a key varia-
ble. Pfeffer and Leblebici [1977] control
for both size and environmental uncertain-
ty and find a positive association between
IT and decentralization as well as
differentiation. Beginning in the late 1970
s the use of contextual variables [ Emusi-
Mensah, 1981; MaCintosh, 1981;

Waterhouse and Tiessen, 1978] and con-

tingency theory started dominating 1S-re-
lated research [Ginzberg, 1980]. Markus
and Robey [ 1983] even introduce the term
“organizational validity” to stress the im-
portance of the fit between systems and
user, organizational structure, power, and
environment.

To thoroughly review the IS literature,
all articles concerning IT and
organizational structure relationships, pub-
lished in 26 major organization and IS
field journals, plus other well—cited
articles, are examined. (Table 1 lists the
journals reviewed.) Also, the summary list

of authors, year of publication, their per-

spectives (technology or organization im-

Table 1 List of Journals Reviewed

ACM Computing Surveys
Academy of Management Review
Accounting Review

California Management Review
Database

Decision Sciences

Harvard Business Review
Information and Management
Interface

Journal of Accounting Research
Journal of MIS

MIS Quarterly

Academy of Management Journal
Accounting, Organizations & Society
Administrative Science Quarterly
Communications of the ACM
Data Base

Decision Support Systems

Human Relations

Information Systems

Interfaces

Journal of Business

Management Science

Sociological Perspectives

Sloan Management Review (before 71 Industrial Management Review)
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Table 2 Literature Review on IT-Organizational Structure

Author(s) & Year

Gordon & Narayanan (84)
Mann & Williams (60)
Debrabander et al. (72)
Kalatky (70)

Zmud (82)

Pfeffer & Leblebici (77)
Blau et al. (76)

Carter (84)

Rourke & Brooks (66)
Hill (66)

Dawson & McLaughlin (86)
Boddy & Buchanan (84)
Danziger (77)

Meyer (68)

Weber (59)

Robey (81)

Hoos (60)

Hoos (60)

Hofer (70)

Siegman & Karsh (62)
Lipstreau & Reed (65)

Perspec-
tive
Organ
Organ
Organ
Organ
Organ
Tech
Tech
Tech
Tech
Tech
Tech
Tech
Tech
Tech
Tech
Tech
Tech
Tech
Tech
Tech
Tech

Centrall-

zation

.,I,.

+ o+ =z

+

Formali- Differen- Special-

zation tiation zation
+ +
+ +
+ +
+
- +
+ +
+ N
+
+
+ +
N
+
+
+ +
+ ~ +

+ denotes more centralized, formalized, differentiated, or specialized

- denotes less centralized, formalized, differentiated, or specialized

N denotes no change

Organ: Organization Perspective

perative), conceptualization of IT, and cor-

responding organizational structure for 21

Tech: Technology Perspective

empirical studies identified is presented in
Table 2.
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Seven researchers report that IT is asso-
ciated with centralization of decision mak-
ing [Mann and Williams, 1960; Zmud,
1982; Blau et al., 1976; Rourke and
Brooks, 1966; Hoos, 1960a and 1960b;
Lipstreu and Reed, 1965] and 5 indicate
that IT facilitates decentralization of deci-
sion making [Gordon and Narayanan,
1984; Klatzky, 1970; Pfeffer and
Leblebici, 1977; Dawson and McLaughlin,
1986; Hofer, 1970]. Carter [1984] and
Robey [1981] report no significant rela-
tionship between IT and decision-making
structure. There is no noticeable differenc-
es in results whether research adopts the
technology imperative or the organization
imperative. On the other hand, the struc-
tural dimensions of formalization, vertical
and horizontal differentiation, and speciali-
zation have more consistent associations

with IT than does centralization (Table 2).

2. Level of Analysis

The level of analysis problem has been
recognized in the organization theory liter-
ature [Ford and Slocum, 1977; Scott,
1975 and 1981; Comstock and Scott,
1977; Pfeffer, 1981; Fry, 1982]. Howev-
studies of IT and

er, reviewed

organizational structure revealed few

research attempts to control for possible
level effects at the organization, subunit,
and individual levels, despite the fact that
Child [1984a] suggests that differences in
units of analysis may cause differences in
research results.

Since large organizations make use of a
number of different IT in each subunit or
functional unit and each of these subsys-
tems may have a different structure, the
subunit level is the major unit of analysis
in this research [Miller et al, 1987,
Duncan, 1974]. An organizational subunit
1s defined as a formally specified autono-
mous work unit within the organization
under a superior, who (1) directly reports
to the CEO of the organization, and (2) is
charged with a formally defined set of
responsibilities directed toward the attain-
ment of the goals of the organization
[Duncan, 1972; Blau and Schoenherr,
1971]. Therefore, subunit is used as the

level of analysis in this study.

3. Hypotheses Development

According to some theorists, IT facili-
tates delegation of decision making
through centralization of control and by
helping managers make more timely and

more accurate decisions [Leavitt and



Whisler, 1958; Child, 1984b; Hoos, 1960a
and 19609b; Hunt and Newell, 1970 ]. This
efficient and effective decision-making
can be done in two main respects. First, by
linking each unit within an organization
into a common network, each unit is
aware of the situation of other units imme-
diately and thus allows its members to
make decisions in timely and precisely
fashion. Second, the improved analytical
facilities provided by IT, such as expert
systems, several management science mod-
els, and Decision Support Systems (DSS),
could enhance the capacity of managers to
make sound judgments in their decision
making [Keen and Scott Morton, 1978;
Huber, 1984b].

IT extends the possibilities for manageri-
al control by providing faster, more com-
prehensive, and more accurate knowledge
of operations [Child, 1984b; Rourke and
Brook; 1966; Dawson and McLaughlin,
1986; Wagner, 1966, Leavitt and Whisler,
1958; Bariff and Galbraith, 1978; Mann
and Williams, 1960; Whisler, 1970a and
1970b; Hoos, 1960a and 1960b]. The fact
that superior information processing capa-
bilities (better operational control data and
fast feedback) of IT permits a more flex-
ible response as unusual or unexpected

conditions arise [Child, 19847]. Daily,
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monthly, or error reports will provide man-
agement with a full-spectrum of output
control methods. It may therefore become
possible to improve operational control
without having to rely in the traditional
way of formalization and centralization.
Thus IT can facilitate decentralization,
differentiation, specialization, and formali-
zation by providing more organizational
control [ Pfeffer and Leblebici, 1977 7.
Pfeffer and Leblebici [ 1977 ] argue that
IT enhances the manager’s capability for
dealing with organizational complexity
(differentiated and specialized) by provid-
ing the manager with more rapid and com-
prehensive feedback concerning
organizational performance. With this en-
hanced capability, the manager can effec-
tively manage a more complex organiza-
tion which requires a complicate control-
ling and coordinating procedures. Also
with this feedback information, managers
do not have to rely on the formalized rules
for control; thus IT will facilitate less for-
malization. The past research conclusions
support this line of reasoning. On the basis
above, the

of arguments following

hypothesis is structured.

Hypothesis 1: High IT use is positively

associated with organic? subunit struc-
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ture.

According to Galbraith [1973 and
1977], organizations engage in informa-
tion processing activities to reduce uncer-
tainty, which is, the difference between the
amount of information required to perform
tasks and the amount of information
already possessed by the organization.
This argument begins when Galbraith
[1973] integrates the works of Burns and
Stalker [1961], Hall [1962], Woodward
[1965], and Lawrence and Lorsch [1967]
in terms of information processing. Gorry
and Scott Morton [1971] recognize that
different types of decisions are made at
different hierarchical levels to process dif-
ferent information—processing require-
ments.k Galbraith {1973 and 1977] further
proposes that specific structural character-
istics and behaviors would be associated
with information requirements, and a line
of research [Tushman, 1978, 1979a, and
1979b; Van de Ven and Ferry, 1980; Daft
and MaCintosh, 1978 and 1981; Randolph,
1978; Daft and Lengel, 1986] has provid-
ed support for this relationship.

A major source of uncertainty is envi-

ronment {Duncan, 1972 and 1974; Tung,

1979; Thompson, 1967, Lawrence and
Lorsch, 1967; Huber, 1984a; Leifer and
Huber, 1977]. According to Galbraith
[1973, 1974, and 1977], an organization
has two choices to reduce uncertainty: ei-
ther reduce the need for information pro-
cessing or increase the capacity to produce
information. The first strategy is not dis-
cussed here since modern complex organi-
zations performing In uncertain environ-
ment are unable to reduce the need for in-
formation processing.

To implement the second strategy, orga-
nizations have two choices. either change
the organizational structure [Dale, 1958;
Duncan, 1974; Tung, 1979; Leifer and
Huber, 1977; Thompson, 1967; Lawrence
and Lorsch, 1967] or adopt IT to increase
information processing capabilities
[Leavitt and Whisler, 1958; Gorry and-
Scott Morton, 1971; Saunders, 1981; Daft
and MaCintosh, 1981]. Since the impact of
environment on organizational structure
has been recognized for a long time, it is
not reviewed here. From this information

processing view, the following hypothesis

1s formulated.

Hypothesis 2: Subunits in an uncertain

2) Organic structure shows less centralized, kss farmalized, more differentiated, and/or more specialized

organizational characteristics.



environment will show high IT use or
more organic structure than will subu-

nits in the certain environment.

And if hypothesis 2 holds, then the fol-
lowing hypothesis should hold.

Hypothesis 3: In an uncertain environ-
ment, hypotheses 1 will receive more
support than in the certain environ-

ment.

. RESEARCH METHODOL-
OoGY

1. Research Design

Metropolitan area of Seoul, Korea, was
selected for the location of study and the
“Q” Group, a major Korean conglomerate,
was chosen as the subject of study. In
Stage I, the primary method of data collec-
tion was interviews. Annual reports, stan-
dard operating procedures, archival data,
minutes of meetings, and company or in-
dustry publications were also collected as
secondary sources of data. The main pur-
pose of Stage I research was to explore the
“Q” Group for a basic understanding of
research setting as well as to secure rich,
descriptive data to supplement the survey

data collected in Stage II. In Stage II,
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structured guestionnaires were

administered to subunit heads and middle
level managers of 60 subunits throughout
10 “Q” companies. Secondary sources of
data were also collected at the subunit

level to supplement the questionnaire data.

a. Sample Selection

All subunits selected for this study also
met the following criteria: (1) Each per-
formed functions that were distinctly dif-
ferent from those of other subunits in a
specific organization—for example, sales,
production, research and development, per-
sonnel, and accounting; and (2) Each sub-
unit was fairly autonomous as is described

above in the level of analysis section.

b. Questionnaire and Institutional Mea-
sures

There is some indication that discrepan-
cies in the findings observed among IT
researchers may be the result of differenc-
es between two types of measures [Nolan,
1979; Pfeffer and Leblebici, 1977; Blau et
al.,, 1976; Carter, 1984 ]. The first type de-
pends on whether researchers rely on di-
rect measures from company records and
interviews with organization representa-
tives (hereafter referred to as the institu-

tional measures). The second type is based
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on the aggregation of interview and ques-
tionnaire data from organization members
(hereafter referred to as the questionnaire
measures) [Ford and Slocum, 1977; Fry,
1982; Pennings, 1973; Sathe, 1978].

In this study, both questionnaire and in-
stitutional data are used. Questionnaire
data provide questionnaire measures while
archival data and interviews with top exec-
utives provide more institutional measures.
By comparing these two types of data,
convergent validity [Perrow, 1967; Pen-
1973] or predictive
[Nunally, 1978; Ives, Olson, and Baroudi,
1983] can be

nings, validity
assessed for data

generalization, addition, and integration.

2. Definition and Measurement of

Research Variables

a. Information Technology

The most serious obstacle in information
technology (IT)-related research has been
IT. Overall,

researchers have been conceptualizing IT

the conceptualization of

differently in terms of both its definition
and dimensionality. An inconsistent defini-
tion of IT leads to the problem of
dimensionality. Is IT uni-dimensional or
multi-dimensional? If IT has one dimen-
sion, then what is that one dimension? Is

IT really different from “Technology” in

general? To thoroughly review the defini-
tion and conceptualization of IT, all
articles 1dentified in Literature Review
were examined. The summary list of au-
thors, year of publication,

conceptualization of IT, and research meth-
odology are presented in Table 3. Out of
36 articles, 28 studies use IT interchangea-
bly with computer system (automation,
Electronic Data Processing Systems, Man-
agement Information Systems, Decision
Support Systems). Two studies do not con-
ceptualize IT at all [Leavitt and Whisler,
1958; Pfeffer and Leblebici, 1977). Four
studies conceptualize IT as a variety of
products or applications [Boddy and Bu-
chanan, 1984; 1984; Child,
1984b; Burlingame, 1961] while two stud-

Warner,

les conceptualize IT as the degree of
computerization and innovation [Carter,
1984; Zmud, 1982]. From 21 empirical
studies (case studies and surveys), only 6
studies provide a meaningful
operationalization of IT. This analysis
clearly demonstrates an inconsistent and
lack of conceptualization of IT.

The conceptualization of IT based on
these 21 articles converges in to four cate-
gories of IT: extensiveness of use, growth
of capacity, variety of products, and so-

phistication of applications. Extensiveness



of use means how much of a worker’s task
is accomplished by directly using comput-
ers [Carter, 1984; Blau et al, 1976;
DeBrabander et al., 1972]. Growth of ca-
pacity includes the total budget of comput-
ing, the number of employees directly en-
gaged in computing, the number of C.P.U.
s, and the number of terminals. [Nolan,
1979; Klatzky, 1970; Pfeffer and
Leblebici, 1977]. Variety of products
means what kinds of IT products, i.e.,
word processing, database management
system, electronic mall,

telecommunications, robotics, Computer—
Aided Design and Computer—Aided Manu-
facturing (CADCAM), and Flexible Manu-
facturing Systems (FMS) that organiza-
tion utilizes [ Boddy and Buchanan, 1984
Warner, 1984; Child, 1984b]. Finally, so-
phistication of applications denotes how so-
phisticated the application of IT is in the
organization, from record keeping to deci-

sion modeling or

process  control

[Danziger, 1977, Alter, 1980].

(1) Extensiveness of Use

Extensiveness of Use deals with the de-
gree to which individual work is accom-
plished by directly using IT. Interview data
suggest that there are three different types

of extensiveness of IT use in terms of
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time, tasks, and overall day—to—day opera-

- tion rather than one type that Carter

[1984] used. The rationale for including
time and overall day—to—day operation is
to measure extensiveness of IT use more
accurately by examining different aspects

of individual work.

(2) Growth of Capacity

The dimension of the physical growth of
the information capacity of subunit was
measured by the following five items:
total budget for IT, total number of em-
ployees directly engaged in IT related
work (number of job titles directly related
to IT), total number of C.P.U.’s, total num-
ber of terminals, and total number of em-
ployees using IT. All these data were se-
cured  through  questionnaires  and
responses were cross—checked with archiv-
al data provided by the DP department
since DP department of each company
keeps the records of IT activities and con-

figuration by each subunit, by each divi-

sion, and by whole company.

(3) Complexity

Complexity of the information environ-
ment was measured by six items in each
subunit: number of operating systems,

number of products (for example, word
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Table 3 Literature Review on IT Conceptualization

Authors Conceptualization Methodology  Year
Zmud Innovation Survey 82
Leavitt & Whisler IT Theory 58
Blau et al. MeaSure ( Automation) Survey 76
Klatzky Measure (Automation) Survey 70
Carter Measure (Computerization) Survey 84
Danziger Measure (EDP) Case 77
Pfeffer & Leblebici Measure (IT) Survey 77
DeBrabander et al. Measure (Use) Survey 72
Gordon & Narayanan System (Accounting) Survey 84
Meyer System (Automation) Survey 68
Olson & Lucan System (Automation) Theory 82
Lipstreu & Reed System (Automation) Case 65
Rourke & Brooks System (Computer) Survey 66
Hunt & Newell System (Computer) Theory 71
Robey System (Computer) Theory 70
Hertz System (Computer) Theory 65
Schmitt System (Computer) Theory 60
Dawson & McLoughlin System (CBIS) Survey 86
Mann & Williams System (EDP) Case 60
Weber System (EDP) Case 59
Wagner System (EDP) Theory 66
Hoos System (EDP) Case 60
Dearden System (EDP) Theory 67
Hofer System (EDP) Case 70
Hill System (EDP) Survey 66
Hoos System (EDP, Automation) Survey 60
Siegman & Karsh System (EDP, Automation) Case 61
Robey System (MIS) Case 82
Bariff & Galbraith System (MIS) Theory 78
Ein—Dor & Segev System (MIS) Theory 78
Dearden System (MIS) Theory 66
Markus & Robey System (MIS) Theory 83
Boddy & Buchanan Variety of Technology Case 84
Warner Variety of Technology Theory 84
Child Variety of Technology Theory 84
Burlingame Variety of Technology Theory 61

processing, data base management system, plication programs, and compatibility of

spreadsheet), number of mainframes, num- hardware and software. Again these data

ber of personal computers, number of ap- were acquired through questionnaires and



responses were cross—checked with archiv-
al data provided by the DP department as

in case of Growth of Capacity.

(4) Sophistication of Application Pro-
grams

Theé dimension of Sophistication of Ap-
plication Programs was measured by ask-
ing each respondent to identify the ten
most usable application programs in his or
her subunit. Respondents were then asked
to refer to that 10-item list and classify
them into categories based on application
purposes and target hierarchies. Also the
list of 100 application programs of “Q”
were complied during Stage 1. Then, a
three-member panel categorized these ap-
plication programs into 25 generic applica-
tion. Next, each panel member assigned
the sophistication score to each generic ap-
plication on a 7—point scale based on how
sophisticated the application was and how
advanced the technology that application

used.

b. Environment

One of the most widely discussed and
least understood concepts in the field of
organizational analysis today is the rela-
tionship between the organization and its

environment [Ford and Slocum, 1977]. To
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date, much of the theoretical and empirical
work on this issue has focused on the un-
[ Thompson, 1967;
Duncan, 1972; Miles, Snow, and Pfeffer,
1974; Osborn and Hunt, 1974; Leifer and
Huber, 1977].

certainty element

In the present research, uncertainty of
the environment as measured by the Sim-
ple—Complex and the Stable-Dynamic di-
mensions are used since apparently the
most appropriate répresentative phrase for
environment is “uncertainty” and the un-
derlying two dimensions incorporate the
major elements of most studies on environ-
ment. Duncan [1972] and Tung [1979]
show that uncertainty is the most proper
representative element of the environment.
Dill’s [1958] and Lawrence and Lorsch’s
heterogeneity/homogeneity, as well as
Duncan’s [1972] and Tung’s [1979] com-
plexity, are studied in the simple-complex
dimension while Burns and Stalker’s
[1961] and Child’s [1975] stability, as
well as Duncan’s [1972] static-dynamic
and Tung’s [1979] move rate and stabili-
ty, are measured by the stable-dynamic di-
mension. Environmental factors and com-
ponents identified by Duncan [1972] were

sued in this research.

(1) The Simple-Complex Dimension
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The heads and middle level managers of
each selected subunit were asked to identi-
fy factors and components from the list of
factors that they took directly into consid-
eration in their decision-making processes.
If they did, respondents were asked to cir-

cle “Y”. The formula is:

[ (Weighted Factors) x
(Components)?] [ Tung, 1979].

Sum of

(2) The Stable-Dynamic Dimension

The Stable-Dynamic dimension incorpo-
rates (1) the degree to which the factors
of the subunit’s internal and external envi-
ronment remain basically the same over
time or are in a continual process of
change [Duncan, 1972; Tung, 1979], (2)
the magnitude of such change [Tung,
1979], and (3) the predictability of that
1979; Child, 1972a;
Downey and Slocum, 1975].

change [Tung,

Frequency of change was measured by
asking respondents how often each of the
relevant factors in the environment
changed over the course of the past year.
The 7—point Likert scale varies from 1=
“never” to 7="“very often.” The second
component, magnitude of the change, was
measured as follows: After estimating the

frequency of change in each factor, the

respondents were asked to specify the
magnitude of each change on a 7-point
likert scale in terms of the seriousness of
the impact on the subunit’s operation.
Predictability of contingencies confronting
the focal unit was assessed by asking
respondents “Can you predict the change
of each relevant factor in advance?” The 7
—point Likert scale varies from 1="Yes,
100% possible” to 7=“No, impossible.”

The formula is:

Sum of [ (frequency) x (magnitude)

x (predictability) ]

c. Organizational Structure

A definitive answer to the question of
structural dimensionality is difficult to pro-
vide since there has been little agreement
on this aspect. For example, Pugh et al.
[1969] suggest four dimensions of struc-
ture while James and Jones [1976] and
Champion [1975] suggest seven and eight
dimensions, respectively. Montanart
[1978] proposes that there are 16 possible
dimensions of structure.

The present research, therefore,
operationalizes the following four dimen-
sions of organizational structure. centrali-
zation, formalization, specialization, and

differentiation. Rationale for studying



these four dimensions of organizational
structure is based on the growing agree-
ment that these are the major dimensions

of organizational structure.,

(1) Centralization

Centralization is defined as the extent to
which the locus of authority to make deci-
sions affecting the organization is confined
to the higher levels of the hierarchy [Pugh
et al, 1968; Daft, 1986]. Authority to
make decisions was defined as the last per-
son whose assent must be obtained before
legitimate action is taken—even if others
have to confirm the decision subsequently
[Pugh et al, 1968].

interviewees were asked to identify 20 re-

In Stage 1,

curring decisions covering a range of
organizational activities. From these inter-
view data, a standard list of 20 recurring
decisions over four different areas of

organizational activities was prepared to

be used in Stage II. For each decision, a 7—

point scale was presented to subunit heads
and middle level managers to circle the ap-
propriate locus of authority ranging from
1=“Workers” to 7=%Chairman of the
Board.”

The mnstitutional measures on centraliza-
tion were secured through determining the

locus of authority on these 20 decisions by
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(1) using the organization chart and ar-
chival data, and by (2) interviewing the
subunit heads as well as the company CEO
or other high-level company representa-

tives.

(2) Formalization

Formalization is defined as the extent to
which rules, procedures, instructions, and
communications are written and the de-
gree to which organizational activities are
subject to such written documents [Pugh
et al., 1968; Hall, 1962 and 1963; Child,
1972b and 1984al. In Stage I, each
interviewee was asked to identify 20 of the
most Important documents covering a
range of organizational activities.

From these interview data, a standard
list of 20 documents was prepared for use
in Stage II. The questionnaire measures
were secured by asking respondents
whether each document existed in their
subunit. If it did, then they were asked the
degree to which their activities are subject
to that document. Documents amy vary in
volume. Indeed some researchers simply
quantify the number of document pages as
an institutional measure of formalization
[Pugh et al.,, 1968; Hall, 1962 and 1963;
Khandawalla, 19781, To take into account

this aspect in the present research, for
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each document, a 7—point scale was used
according to the documents volume rang-
ing from 1=“1-10 pages” to 7=“more
than 200 pages.” The answers for the
same 20 documents used In questionnaire
measures formed the basis for the institu-

tional measures on formalization.

(3) Specialization and Differentiation

Specialization is defined as the degree to
which organizational tasks are subdivided
into separate jobs [Daft, 1986; Duncan,
1974; Pugh et al., 1968]. If specialization
1s extensive, each employee performs only
a narrow range of tasks. This dimension
was measured by the number of specific
job titles in each subunit as recorded on
formal documents [Blau and Schoenherr,
1971; Van de Ven and Ferry, 1980].

Differentiation can be divided in to two
dimensions: vertical differentiation and
horizontal differentiation. Vertical
differentiation was measured by the num-
ber of hierarchical levels constructed by
the longest chain of command found in a
subunit while horizontal differentiation
was measured by the number of sections
[Blau and Schoenherr, 1971; Pugh et al.,
1969; Hall, 1962 and 1963]. A section is

defined as the major group of people in a

subunit whose chief reports to the division

head directly, provided that it consists of a
supervisor and at least three workers. A
Differentiation Index was calculated by
adding the vertical and the horizontal

differentiation measures.
3. Questionnaire Return Rate

The questionnaire return rate was 71
percent (212 out of 300). Fifteen returns
were unusable. Therefore, the usable re-
turn rate was 66 percent. All 60 subunits
returned at least two questionnaires. To
check whether there were differences be-
tween respondents and non-respondents,
more detailed analysis on return rates
were performed. Return rates by compa-
nies and by functional areas were calculat-
ed to see whether there were significant
patterned differences in return rates
across companies and across functional
subunits. Results reveal that return rates
and usable return rates range from 60 per-
cent to 80 percent and from 51 percent to
73 percent across companies, respectively.
Across functional areas, return rates and
usable return rates vary from 60 percent
to 80 perceﬁt and from 55 percent to 70
percent, respectively. These return rates
indicate a non-biased and stable question-

naire return pattern across companies and



across functional areas. As far as the re-
turn rates are concerned, there are no spe-
cific incidents to suspect a bias in non-

respondents.

V. RESEARCH FINDINGS

1. Organizational Structure

a. Centralization

For the Questionnaire Centralization
Index, Cronbach’s alpha of .8801 surpasses
the standard set by Nunally [1978]. This
high coefficient suggests the reliability of
measures and the additivity of 20 centrali-
zation items to form a single measure
[Cronbach, 1951]. Correlation analysis
shows that all interitem correlations are
positive (ranging from .1978 to0 .7452) and
statistically significant at the 0.05 level.
After varimax rotation, factor analysis re-
veals strong evidence for construct validi-
ty. Predictive validity is tested by correlat-
Ing questionnaire and institutional mea-
sures on centralization. The correlation co-
efficients for 18 pairs range from .4895 t
0 .8546 ( p < .01). The two insignificant
pairs are dropped from centralization mea-
sure to improve validity. Therefore, the
centralization measure consists of 18 deci-

sions with a Cronbach’s alpha of .8778.
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The Questionnaire Centralization Index
1s calculated by adding respondents’ scores
on 18 decisions. Institutional Centralization
Index is secured by summing 18 institu-
tional measures. Since the correlation coef-
ficient between Institutional Index and
(.6159) and
Cronbach’s alpha (.8428) are high, these

Questionnaire Index
two measures are added to form a single
Centralization Index. The Subunit Centrali-
zation Index is calculated separately by
computing the average of all centralization
indices of respondents of a particular subu-

nit.

b. Formalization
The Cronbach’s alpha of .8831 for the
Questionnaire Formalization Index indi-
cates the reliability and the additivity of
20 formalization items to form a single
[Cronbach, 1951;

1978]. Correlation analysis shows that all

measure Nunally,
interitem correlations are positive (rang-
ing from .1813 to .7852) and statistically
significant at the 0.05 level. After varimax
rotation, factor analysis reveals strong evi-
dence for construct validity. Predictive va-
lidity is tested by correlating all question-
naire measures with corresponding institu-
tional measures. All 20 correlation coeffi-

cients range from .4839 1o .8961 and are
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significant at the 0.01 level, indicating
strong support for predictive validity. The
Questionnaire Formalization Index and In-
stitutional Formalization Index are calcu-

lated the same way as centralization do.

c. Differentiation and Specialization

Vertical differentiation is measured by
the number of hierarchical levels construct-
ed by the longest chain of command found
n a subunit while horizontal
differentiation is measured by the number
of sections indicated for a subunit. Both
measures are secured from organization
charts. The Differentiation Index is calcu-
lated by adding these two measures. The
Specialization Index is measured by the
number of specific job titles in each subu-
nit. If a subunit is more specialized, then
each member of the subunit performs spe-
cific tasks which are indicated by job title.

In short, the more specialized, the more job

titles.

2. Information Technology

There are 17 items measuring informa-
tion technology. Cronbach’s alpha is low (.
2549) which is indicative of poor reliability
and large variance among 17 items. In

other words, there could be several dimen-

sions. Correlation analysis detected a set
of items which have very high positive cor-
relation coefficients one another: number
of C.P.U’s, number of terminals, number
of mainframes, number of P.C.’s, and num-
ber of operating systems.

For the sake of parsimony of variables,
the variable “Number of Computers” is
created by adding five items. Factor analy-
sis 1s performed to check for underlying di-
mensions on the resulting 13 items. Three
distinctive factors with a minimum eigen-
value of 1.00 are identified (Table 4).

Since all 13 items have high factor load-
ings in one of the three factors (greater .
50), no item is excluded. Complexity group
(number of computers, number of prod-
ucts, number of applications, and
compatibility) does not form a separate
factor, rather these variables are highly
loaded to either factor 1 or factor 2. Fac-
tor 1, which consists of budget, number of
IT-related employees, number of IT-relat-
ed jobs, number of computers, and
compatibility, is almost the same as the
Growth of Capacity group - except
compatibility. Compatibility is closely relat-
ed with number of computers since several
P.C’s and mainframes with different oper-
ating systems would make the configura-

tion of computer system incompatible. Fac-



tor 2, which consists of number of prod-
ucts, application sophistication, purpose of
application, level of application, and num-
ber of applications, basically resembles the
Sophistication group. Exceptions are num-
ber of products and number of applica-
tions, which originally belong to the Com-
plexity Group. Factor analysis suggests
that these two items are more close to the
Sophistication group rather than the
Growth of Capacity group. Factor 3 is ex-

actly the same as the Extensiveness of Use
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Group.

While this factor analysis provides some
support for the initial categorization of in-
formation technology into four groups, but
a three—factor grouping seems more rea-
sonable since the Complexity group does
not form its own dimension as a factor.
The factor 1 is named “Growth of Capaci-
ty” since it represents the physical growth
of capacity. The factor 2 is labeled “IT so-
phistication” and the factor 3 is labeled

“Extensiveness of Use” as the initial

Table 4 Factor Analysis of Information Technology

Factor 1 Factor 2 Factor 3

(Growth) (Sophistication) (Extensiveness)
Budget 9397 .1063 .0757
Employee 9082 .0652 .0099
Job 9122 .0884 .0539
Computer .9496 .0866 .0206
Compatibility 5950 .2666 .1108
Products 2878 7114 1915
Sophistication 2171 7603 1458
Applications .3641 .5900 1015
Purpose -1327 7571 1402
Level .0087 5661 .0881
Time .0859 .2829 9145
Task -.0005 0254 7842
Operation .1038 .2801 8619
Eigenvalues 5.0612 2.6539 1.3720
Variance Explained 38.93% 20.41% 10.55%
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grouping suggested in the literature review
and - research methodology chapters.
Cronbach’s alpha’s are .8094 for Growth
of Capacity, .7329 for IT Sophistication,
and .7963 for Extensiveness of IT Use.
These high coefficients support the forma-

tion of three factors of IT measures. All

further analyses use these three factors.
3. Environment

Two environmental dimensions are mea-
sured: Simple—Complex and Stable-Dy-
namic. For each dimension, subunits are
split at the median to form 4 quadrants.
The simple and stable quadrant is labeled
as the certain environment and the com-
plex and dynamic quadrant as the uncer-
tain environment. Since environment mea-
sures are already verified by several
researchers [Duncan, 1972; Tung, 1979],
no reliability or validity tests are per-
formed.

The medians of 694.33 for the Simple-
Complex and 595.17 for the Stable-Dy-
namic are used to split the subunits into
the half to categorize environment as cer-
tain and uncertain. Splitting subunits by a
median is arbitrary unless the distribution
1s bi-modal separated by the median,

which i1s not the case. But, more dense

gathering for the uncertain and certain en-
vironments (n=21 for each) compared to
the two remaining quadrants (n=9 for
each) supports the use of medians to split
subunits in to certain and uncertain envi-

ronments.

4. Hypotheses Testing

To test hypothesis 1, first—order correla-
tion analysis is performed to determine the
association between two groups of varia-
bles, organizational structure and informa-
tion technology (Table 5). Hypothesis 1
states that there will be a positive relation-
ship between high information technology
use and organic structure. Table 5 shows
that there are 12 combinations of correla-
tion coefficients between IT and
organizational structure. All correlation
coefficients related with differentiation
and specialization are not statistically sig-
nificant at 0.05 level. On centralization
and formalization, except Growth of Ca-
pacity, correlation coefficients with IT So-
phistication and Extensiveness of Use are
very significant at the 0.01 level. There-
fore, the hypothesis 3 is partially support-
ed.

To evaluate hypothesis 2, t—tests are per-

formed to check whether there are differ-
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Table 5 Correlation Coefficients for IT-Organizational Structure

Centrali—
zation
Growth of Capacity .2238
Extensiveness of Use 7284*
IT Sophistication .6139*

Formali—
zation
.0907
7617*
.6814*

Differentia— Speciali—
tion zation
.2084 .2697
1792 1947
.0649 .1698

* denotes significant at 0.05 level

Table 6 Comparison between Uncertain and Certain Environments

Uncertain
Centralization 130.75
Formalization 127.44
Differentiation 15.10
Specialization 27.25
Growth of Capacity 96.15
Extensiveness of Use 108.24
IT Sophistication 100.97

Certain

92.45
101.25
14.80
25.44
83.86
76.14
80.80

t—value

3.75*
3.38*
0.17
0.21
0.92
4.59*
4.24*

* denotes significant at 0.05 level

Table 7 IT-Organizational Structure Relationship in Uncertain and Certain Environments

Centralization—Growth of Capacity
Centralization-Extensiveness of Use
Centralization-IT Sophistication
Formalization—Growth of Capacity
Formalization—Extensiveness of Use

Formalization—IT Sophistication

Uncertain

2747
.7645*
.6845*
.1042
.8327*
.7938*

Certain
.1835
.6357*
.5324*
.0825
.6845*
.5645*

* denotes significant at 0.05 level

ences In IT use and organic organizational

structure between subunits in certain envi-

ronment and subunits In uncertain environ-

ment (Table 6). As expected, except in the
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case of Growth of Capacity, subunits in
uncertain environment show less central-
1zed, and less formalized, more sophisticat-
ed IT application, and more extensive IT
use than do subunits in certain environ-
ment. As In case of hypothesis 1,
differentiation and specialization do not re-
veal any noticeable differences.

Hypothesis 3 states that in uncertain en-
vironment, hypothesis 1 will receive more
support than in certain environment if
hypothesis 2 holds. Since hypothesis 2 par-
tially holds, this hypothesis should be eval-
uated by performing correlation analysis
for subunits in certain and subunits in un-

environments, respectively. In

Table 7,

certain
correlations related with
differentiation and specialization are

dropped since they do not support
hypothesis 1. All correlation coefficients in
uncertain subunits are bigger than those in
certain environment. Thus, this hypothesis

3 partially holds.

V. DISCUSSIONS

1. Symbolic Value versus Actual Use

of Information Technology

The most noticeable finding is the lack

of explanatory power of Growth of Capaci-

ty on organizational structure and environ-
mental uncertainty. On the other hand, ex-
tensiveness of IT use and IT sophistication
show strong association with these varia-
bles. This finding confirms the argument
of Robey [1977, 1981, and 1983] that how
and why organizations use IT, rather than
the mere presence of IT, motivates
organizational change. This finding also in-
dicates why so many previous studies ex-
amining IT and organizational structure
show inconsistent and contradictory
results. Most previous studies used only
one of three dimensions of [T, mainly
Growth of Capacity, as definition of IT
[Klatzky 1970; DeBrabander et al, 1972;
Blau et al., 1976; Danziger, 1977; Olson
and Lucas, 1982]. Growth of Capacity,
measured by number of computers (either
mainframes and P.C.’s), number of IT-re-
lated jobs, number of employees using IT,
and budget, has been the most used defini-
tion of IT in IS literature [ Weber, 1959;
Dearden, 1966; Hill, 1966; Meyer, 1968,
Bariff and Galbraith, 1978; Robey, 1981
and 1983]. It i1s not surprising to find that
studies using Growth of Capacity [Mann
and Williams, 1960; Ein—Dor and Segev,
1978; Markus and Robey, 1983; Gordon
and Narayanan, 1984;
McLaughlin, 1986] show different results

Dawson and



from studies using Extensiveness of Use or
IT Sophistication [Pfeffer and Leblebici,
1977, Carter, 1984; Child, 1984b; Boddy
and Buchanan, 1984 1.

Robey and Markus [1984] argue that
regardless of whether it actually produces
rational outcomes or not, IT must symbo-
lize rationality and signify that the actions
taken are not arbitrary, but rather accept-
able within the organization’s ideology.
Subunit A in this research demonstrates
the symbolic value of IT. Meyer’s [1982a
and 1982b] studies’ of hospitals support
the notion that IT can play a key role as a
symbol of an organization’s rationality. In
these two hospital cases, IT assumes a
symbolic value beyond its utility as a tool
for administrative decision making. It sig-
nals to employees, clients, and the outside
world that the organization stood for pro-
gressive and efficient management.

According to Feldman and March
[1981], information is a representation of
competence and a reaffirmation of social
virtue. Command of information and infor-
mation sources enhances perceived compe-
tence and inspires confidence. By placing
P.C.s and mainframe terminals on employ-
ees’ desks, organizations demonstrate com-
petence and symbohze their commitment

to rational choice beyond its instrumental
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value. Feldman and March [1981] argue
that there is no reason to assume that
organizational behavior with respect to in-
formation Is stable, that the process is In
equilibrium. They introduce the dynamics
of symbolic life of IT by stating [1981:
1807:

“When organizations establish informa-
tion systems, however symbolic or stra-
tegic the initial reasons may be, they
create a dynamic that reveals new justi-
fications as the organizational process

unfolds”

This dynamic process facilitates the
transition from symbolic use of IT to so-
phisticated applications of IT and exten-
sive use of IT. In this sense, the dynamics
of symbolic life connects the missing hnk
between Symbolic IT and two other dimen-

sions of IT.

2. Paradigm Shifting

According to a range of theorists, most
organizations in 1980’s are moving from
adapting to an industrial or manufacturing
soclety to a post-industrial society [ Huber,
19847}, or a post-industrial state [Bell,

1973}, a technetronic era [Brzezinski,
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1970], an information society [Masuda,
19807, a telematic society [Martin, 1981],
or the third wave [Tofler, 1980]. Accord-
ing to Huber [1984a], post-industrial or-
ganizations will be characterized by more
and increasing knowledge, more and in-
creasing complexity, and increasing turbu-
lence. He suggests the use of computing
and communication technology (informa-
tion technology) as one way to cope with
such environment. In short, the role of in-
formation technology in modern organiza-
tions begin to emerge as a major force
rather than as just one more alternative.
Huber and McDaniel [1986] go a step
further and argue that the existing organi-
zation design paradigm (workflow para-
digm) is declining in scope, and that the
switch to the decision—making paradigm is
essential for organizations to survive in
hostile, complex, and turbulent environ-
ments. On the workflow paradigm Huber

and McDaniel state [1986: 573]:

“The workflow paradigm’s focal concept
is that when designing organizations it
1s primarily important to create struc-
tures and administrative processes that
match the organization’s production pro-
cesses Or

operations. The implied

organizational effectiveness criterion is

maximization of either the effectiveness
of the production system or the joint ef-
fectiveness of the production system and
the structural system together—effec-
tive organizations are those whose pro-

duction system is effective.”

But as manufacturing loses its position
as a primary function of organizations
[Tofler, 1980; Naisbitt, 1982], so does the
workflow paradigm and the decision—mak-
ing paradigm gains plausibility [Huber
and McDaniel, 1986].

“Its (decision—making paradigm) focal
concept is that when designing organiza-
tions it is primarily important to create
structures and processes that facilitate
the making of organizational decisions.
The implied organizational effectiveness
criterion is maximization of the quality
of organizational decisions—effective or-
ganizations are those whose decisions

are of high quality [1986: 573].”

Even though most organizations still
adopt the workflow paradigm, there are
some movements toward using the infor-
mation processing view of organization de-
sign [Galbraith, 1973 and 1977; Tushman,
1978, 1979a, and 1979b; Daft and MaCin-



tosh, 1978 and 1981, Daft and Lengel,
1986]. The present research utilizes the in-
formation processing view as the feséarch
hypotheses development chapter indicates.

This movement sheds some light on why
research conclusions on the IT-structure
association have been contradictory and in-
consistent. In 1960’s and 1970’s, most or-
ganizations adopted a workflow paradigm
and designed organizational structure to
fit production processes or operations.
Therefore, unless IT specifically and signif-
icantly affected production functions of or-
ganizations, the impact of IT was not rea-
lized. So depending on the purpose or goal
of IT adoption, study results revealed vast
differences. But in the 1980’s, most organi-
zations began to notice the impact of IT on
all functions (finance, marketing, R and
D, accounting, and others) because organi-
zations no longer only primarily depended
on the production function. Furthermore,
the availability of low-cost hardware and
software, easy-to—use and user—friendly
application programs, and large memory
storage capacity all made IT more attract-
ive and readily available to a range of
functions. So according to many theorists,
with the advent of the decision-making
paradigm, organizations will use more IT

to facilitate information processing and de-
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cision—making and IT-structure will show
more consistent results in the 1980’s. This
point is well summarized by Simon [1973:
270]:

“In the post-industrial society, the cen-
tral problem is not how to organize to
produce efficiently (although this will
always remain an important considera-
tion), but how to organize to make deci-

sions—that is, to process information.”

VI. CONCLUSIONS

The hostile, complex, and turbulent envi-
ronments of the 1990’s are important ex-
ternal forces that shape the relationships
among organizational structure and infor-
mation technology. This conclusion is
based on the finding that organizations in

uncertain environments

show organic
organizational structure and high IT use
while organizations in certain environment
show the opposite. This conclusion togeth-
er with information processing theory indi-
cates that as environments become more
hostile and complex, IT will become more
important to organizations. Accordingly, a
most critical issue will be the effective or

strategic use of information technology as

one way to deal with uncertain environ-
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ments.

The second conclusion of this research is
that how and why organizations use infor-
mation technology rather than the mere
presence of information technology moti-
vates change in organizations. This conclu-
sion 1s based on the lack of explanatory
power of Growth of Capacity on
organizational constructs compared to Ex-
tensiveness of IT Use and IT Sophistica-
tion. This conclusion supports Robey’s
[1977] argument that information technol-
ogy 1s a flexible mechanism which can fa-
cilitate either form of organizational struc-
ture, depending on the basic requirements
of the organization. Furthermore, in order
to maximize the explanatory power of In-
formation technology on organizational
constructs [Pfeffer and Leblebici, 1977;
Carter, 1984], it is necessary to differenti-
ate between the actual use of information
technology (measured by Extensiveness of
IT use and IT Sophistication) as opposed
to the mere presence of information tech-
nology (measured by Growth of Capaci-
ty).

In terms of the methodological concerns,
this research focused on the differences be-
tween questionnaire and institutional mea-
sures. Although many organization theo-

rists argue that there are significant differ-

ences between questionnaire and institu-
tional measures [Pennings, 1973; Ford
and Slocum, 1977; Sathe, 1978; Fry,
1982], this research concludes that these
two measures are not necessarily contra-
dictory, rather they were shown to supple-
ment each other. Carefully designed ques-
tlonnaire measures reveal almost no differ-
ences from Institutional measures. This
finding leads to the conclusion that one
type of measure can be used when the
other type of measure can not be secured.
Also one type of measure can be checked
against the other type of measure when
there i1s a suspicion that one type of mea-
sure may not be reliable or valid.

Even though this research has a number
of merits and contributions, there are sev-
eral limitations and drawbacks. Probably
the most significant limitation is the lack
of generalizability even though this
research used a large population and ran-
dom sampling. This research does not pro-
vide any causality among three groups of
variables, organizational structure, envi-
ronment, and information technology be-
cause of time and budget limitation to ob-
serve causality as a part of the research.

This research verifies that there are
three key dimensions of information tech-

nology. While this is a significant improve-



ment from past uni-dimensional IT
research, there is still room for further 1m-
provement in the areas of definition,
operationalization, and measurement. The
final limitation lies with questionnaire
response. Even though the questionnaire
was carefully designed and went through
several verification processes, a number of
respondents complained that it took quite
an effort to finish the questionnaire.

There are several directions in which
this research can be extended. One sugges-
tion for future effort is to replicate this
research with a larger population setting.

In this cross-sectional study, no causality
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